Evaluating the Performance and Behavior of CNN, LSTM, and GRU for Classification and Prediction Tasks
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Abstract
Deep learning (DL) plays a significant role in several tasks, especially classification and prediction. Classification tasks can be efficiently achieved via convolutional neural networks (CNN) with a huge dataset, while recurrent neural networks (RNN) can perform prediction tasks due to their ability to remember time series data. In this paper, three models have been proposed to certify the evaluation track for classification and prediction tasks associated with four datasets (two for each task). These models are CNN and RNN, which include two models (Long Short Term Memory (LSTM)) and GRU (Gated Recurrent Unit). Each model is employed to work consequently over the two mentioned tasks to draw a road map of deep learning models for a variety of tasks under the control of a unified architecture for each proposed model.
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1. Introduction
Deep learning is a field that is driven by machine learning. Deep learning dives into deep texture, using many layers to learn fine-grained details [1]. This type of learning allows huge amounts of data to be processed in order to find relationships and patterns that are often undetected by humans. The term “deep” refers to the layers in the neural network; more layers mean a deeper network, in which they give strength and power to the deep networks [2]. For different fields in AI like image classification, prediction, pattern recognition, and many others, it has been proven that having deeper hidden layers gives an extraordinary result in comparison to the classical methods. Two of the most known deep neural networks are convolutional neural networks (CNN) and recurrent neural networks (RNN) [3]. Convolutional neural networks (CNNs) are considered a type of artificial neural networks (ANNs), a type that is very special and empowering. This type of ANN gains importance by presenting remarkable performance on different visual tasks. These tasks focus on image processing in their different applications and other learning tasks that can be handled using AI techniques. Convolutional neural networks are built to deal with data that is composed of multiple arrays. As an example, a color image composed of three color channels is composed of three 2D arrays consisting of pixel intensities. The convolutional filters are used to extract information from images; the first layers detect edges, while object parts are detected in the later layers, and the farther layers can detect complete objects, such as faces or some complex geometrical shapes [4]. Sequence models are models that deal with data in a sequential manner, and the sequence of all the entities is important. RNN works perfectly with sequence data because the neurons in the RNN have a memory that will use it to remember information about the steps before it. Each neuron takes the output from itself and feeds it back to the same neuron before making any predictions; the neuron takes input not only from the hidden layer before it but from itself too. The training depends on the time; the error is propagated from the last time stamp to the first time stamp in the hidden layers. The recurrent connections in RNN allow updating the weights based on the calculation of the errors for each time stamp.

The recurrent connections in the recurrent networks in the hidden units are able to read a sequence of data and produce output based on that data. If the model is too slow to learn, then it is suffering from a problem called the "vanishing gradient," which can be solved by long-short-term memory (LSTM) [5].

2. Related Work
As the growth of deep learning is moving rapidly, several research studies tend to use more than one approach or model of deep learning and compare the results in order to better find the best model for a particular problem. In this section, a few works will be discussed that used more than one deep learning model. In [6], the authors used three models of deep learning for sign language recognition: time-LeNet as the first model, multi-channel deep CNN as the second model, and a modification to the time-LeNet model as the third model. These models achieved 79.7%, 83.9%, and 81.6%, respectively, in classification accuracy. The authors in [7] proposed a pathological diagnosis system for speech diseases. They used an SVD dataset; a feature extraction process was performed on the dataset as a first step, and then these features were inserted into the RNN model for the diagnosing process. The authors also used the CNN model for diagnosing purposes. The RNN and CNN models achieved accuracy of 86.5% and 87.1%, respectively, for the diagnosing task.
In [8], the authors used CNN, Gated Recurrent Unit (GRU), and RNN models for a comparative study of natural language processing. The models achieved approximate results, and the RNN outperformed the CNN and GRU except in some tasks like key phrase recognition and question answering, in which the CNN outperformed the RNN and GRU. The authors used four datasets.
to achieve the purpose of the research. The models achieved approximate results for the four datasets used, i.e., the CNN model achieved accuracy of 82%, 77%, 71%, and 94%, while the GRU reached accuracy of 86%, 78%, 69%, and 93%, and the LSTM achieved 84%, 77%, 71%, and 93% accuracy. The authors in [9] proposed two deep learning approaches for opinion mining from long textual documents extracted from e-newspapers. The authors used CNN and RNN models for the task. The CNN model was used with the document-to-vector preprocessing step to boost performance, and the RNN model with document-to-vector conversion. The CNN model outperformed the RNN model with a slight advantage; the CNN model achieved 97% accuracy while the RNN model achieved 94% accuracy on a dataset that was collected by the authors from web pages and e-newspapers. In [10], the authors used several deep learning models for sentiment analysis tasks: three CNN models and five RNN models with different input structures (word-base input and character-based input). These models were implemented on 13 datasets. The results showed that the deeper the CNN model is, the better the results will be; nevertheless, using a complex RNN model proved that the results would be more accurate than simple RNN. The best results in word-based input structure were achieved by the Bidirectional-LSTM model, which reached 91% using the Trip dataset, while the best results in character-based input structure were achieved by the Bidirectional-GRU model, which reached 89% using the Trip dataset.

3. Theoretical Background
Classification and prediction are two forms of machine learning approaches that can be used to describe important data classes, extract models, or predict future data trends. The classification goal is to predict categorical labels (classes), while the prediction goal is to model continuous-valued functions [11]. In the context of prediction, RNN takes temporal input data to be trained on in order to produce the desired temporal output. The output can be any time-series data that is related to the input data. Gradient-based is the most common training technique; however, it is not the only technique, and other techniques have been proposed too, based on convex optimization or derivative-free approaches. The loss function is the objective function to be reduced, which depends on the calculated error between the estimated output and the real output of the network. An interesting aspect of RNNs is that they can be executed in a generative mode when suitable training is achieved, as they have the ability to reproduce temporal patterns that are similar to those they have been trained on [12]. Two common models of RNN are presented: long-short-term memory (LSTM) and gated recurrent units (GRU). LSTM adds two gates when compared with RNN; these gates are the input gate and the forget gate. These gates solve the problems of gradient disappearance and gradient explosion, so they can capture long-term information and achieve better performance in long-sequence text. GRU is similar to ordinary RNN with regard to the input and output structures, but it is similar to the internal structure of LSTM [13].

LSTM is one of the most popular deep learning models nowadays because of its superior performance in modeling both short- and long-term correlations in data. LSTM tries to solve the problem of vanishing gradients by not forcing any bias against recent observations, but a constant error is kept owing back through time. The LSTM layer consists of three gates; each gate has unique and special functionality. The forget gate decides the information that will be discarded (forgotten) from the cell state before the current state. After being modified by the forget gate, the input gate works on the previous state and decides the amount of effect that should be enforced on the new state \( h[t] \), using a new candidate \( \tilde{h}[t] \) to produce the output \( y[t] \). The third gate is the output gate, which selects the part of the state that will be returned as output. Each gate in the LSTM model depends on the current external input \( x[t] \) and the output \( y[t-1] \) from the previous cells [12].
The Gated Recurrent Unit is considered a special type of LSTM. The internal structure of the GRU is similar to the internal structure of the LSTM, except that the LSTM has three gates, while the GRU merges the input gate and the forget gate into a single gate called the update gate, while the other gate is called the reset gate. Even though the GRU is similar to and based on the LSTM, it is thought to be a simpler model. The calculations, training, and updating of the internal state are easier to do in the GRU than in the LSTM, but both are immune to the vanishing gradient problem [14].

The update gate controls the extent of information that will be returned from the previous state to the current state, while the reset gate determines whether the previous information from the previous state should be combined with the current state [14].

A CNN is a neural network that consists of one or several convolutional layers [15]. CNN obtains a huge amount of information and enables learning from raw data abstraction levels [16]. A convolutional layer implements a convolution process on the input data to obtain features. A convolution is an operation on two functions of a real-valued argument; it is a dot product between the input values and the kernel values [17]. In CNN models, several activation functions are used, such as the Rectified Linear Unit function (ReLu), which is used in CNN more frequently in comparison with other functions [18].

\[
\text{ReLU}(x) = \max(0, x) \quad \text{.......................................................... 1}
\]

While the other activation function that is also used in CNN models is the SoftMax activation function, which is a combination of several sigmoid activation functions. In the sigmoid function, the output values range from 0 to 1. These values can be considered probabilities of a certain class’s data points. Sigmoid is used in binary classification, while SoftMax can be implemented for problems with multiple classifications. For every data point, SoftMax returns the probability of classes for all the individuals [19]. In CNN models, there is a pooling layer. This layer chooses a subset of the vectors in order to reduce the feature map size that will be passed to the next convolution layer. The traditional methods used are average pooling and max pooling. In max pooling, the largest value in each pool region is selected [20]. The final layer in the CNN model is the fully connected layer. In the final feature map, each feature is connected to a neuron; these neurons are in the hidden state of the first layer of the fully connected layer. This layer works in the same manner as a conventional feed-forward network. One fully connected layer is used in most cases, but sometimes if there is a need for more than one fully connected layer to increase the power of the computations, then the connections between these layers are structured like a conventional feed-forward network [21].

The stochastic gradient descent (SGD) optimizer is a way to reduce an objective function. It works by changing the model's parameters in the opposite direction of the gradient of the objective function [22]. The Adam optimizer is a method based on adaptive estimates of lower-order moments. It also has lower memory requirements, is computationally efficient, and is invariant to diagonal rescaling of the gradients [23].

4. Methodology

In this study, four datasets were used to accomplish the goal of the study: two datasets for classification and two datasets for prediction. The aim of this study is to obtain results from three deep learning models that are best known for classification and prediction purposes. As it’s known, CNN gives the best results for classification purposes, while RNN models operate better with prediction tasks because of their nature for handling series data.
In this paper, three models were constructed, trained, and tested for a classification task as well as a prediction task implemented on four datasets.

4.1 Dataset description
Four datasets were used in this paper; the first two are for classification tasks, and the other two are for prediction tasks.
- Breast cancer dataset (BCD): This dataset contains 570 records in 33 columns of different values like malignant benignant, texture, radius, perimeter, and area of the tumor [24].
- Multi-class images for weather classification (MCIWC): this dataset contains 1125 files of different weather conditions like cloudy, sunny, rainy, and shiny [25].
- LSTM-multivariate air pollution prediction (MAPP): this dataset contains several columns and 43801 records that represent weather conditions like dew, temperature, pollution, snow, rain, and wind speed to predict the air pollution for the next few hours [26].
- Heart Disease Prediction (HDP): This dataset contains 18 columns and 319796 records. The columns represent features like smoking, alcohol drinking, physical health, age, and other diseases like kidney or skin cancer to predict the possibility of having heart disease in the future [27].

4.2 Preprocessing
For each dataset that is fed to the models of the presented approach, it is divided into 75% training data and 25% testing data. The Min-Max data normalization is also used to reshape the data in the 0–1 range.

4.3 Feature Extraction
Feature extraction is a significant stage in the learning process; the features are extracted by utilizing vector space representation. The feature extraction process is utilized for extracting features from any dataset, including formats that are not suitable for machine learning.

Linear discriminant analysis (LDA) is a method that identifies linear combinations of features that recognize or distinguish two or more classes. The combination result is used as a linear classifier or, more importantly, for dimensionality reduction prior to subsequent classification. The basic principle of LDA is to find a linear transformation that makes feature clusters most separable after the transformation, which can be done by evaluating the scatter matrix. The main goal of this operation is to optimize inter-class scatter matrix estimation while lowering within-class scatter matrix calculation. This step is used for the MCIWC dataset, which contains image data.

4.4 The CNN model
The CNN model consist of 10 convolution layers with a kernel size of 5*5, 5 max pooling layers of size 2*2, a ReLu activation function after each convolution layer, a drop-out layer with a 0.25 value, a fully connected layer of size 512 nodes, and a fully connected layer, which comply with the SGD optimizer with a learning rate of 0.001 and a momentum term of 0.9. The model was trained for 100 epochs with a batch size of 1. Figure 1 illustrates the structure of the CNN model.
4.5 RNN Models

Two RNN models were constructed: GRU and LSTM. The GRU is used for the classification task because of its short memory, while the LSTM is used for the prediction task because of its longer memory than the GRU, which makes it more convenient for the prediction task than the GRU model.

I. The LSTM model has one input layer that takes the features of the dataset as input. Three LSTM layers were used, with two time steps (the number of previous steps the model saved to be used for predicting the next step), one dens layer, and an Adam optimizer. The model was trained for 100 epochs with a batch size of 1. The mean square error is used as an evaluation metric, as illustrated in Figure 2.

![Figure 2: LSTM model architecture](image)

II. The GRU model has one input layer, three hidden layers (GRU) with Tanh activation functions and sigmoid functions for the recurrent process, and one output layer with a linear activation function. The model was trained using the Adam optimizer for 100 epochs with batch size 1 and time step 1. The mean square error is used as an evaluation metric, as illustrated in Figure 3.

![Figure 3: GRU model architecture](image)

5. Results
The results were obtained from 3 different models and 4 different datasets, two for classification and the other two for prediction. The results are divided according to the model used.

5.1 Feature extraction
Using the LDA method, the proposed models of LSTM and GRU did a great job of improving accuracy. They also did a good job of extracting and choosing the most important features, like the color of the sky, the shadow, the snowflakes, the contrast, and the saturation. Less important features, like shapes in pictures that aren't affected by the weather, were not taken into account in this process. The efficiency and accuracy of LSTM and GRU models are clearly improved with the LDA method due to its ability to extract and select only the features that have a direct effect on the process, which leads to focusing on the important features.

5.2 CNN model
The CNN model gave remarkable results for the classification task with the BCD and MCIWC datasets, but modest results were achieved for the prediction task with the MAPP and HDP datasets compared with the other models (LSTM and GRU). Figures 4 and 5 show the experimental results for the CNN model.

![Figure 4: CNN model classification accuracy: (a) classification accuracy for the BCD dataset; (b) classification accuracy for the MCIWC dataset](image)

From the above figure, it is obvious that the CNN achieved excellent results in the classification task for both datasets, exceeding 97% accuracy for both training and testing accuracy. The increase in accuracy was stable along the epochs, exceeding 90% around the 85th epoch. While the CNN model reached almost 98% accuracy in the classification task, it didn’t exceed 85% accuracy in the prediction task. That is due to the structured nature of the CNN, in which the model does not take into consideration the data from the previous state and only depends on the current data. In order to make precise predictions, the model must take into consideration a series of data points to predict the next action. CNN does not operate accordingly, which makes it less suitable for prediction tasks and more convenient for classification tasks. Figure 5 illustrates the prediction accuracy of the CNN model.
5.3 LSTM model

As expected, the LSTM model did well in the prediction task for the MAPP and HDP datasets, outperforming the CNN model with 97% and 96% accuracy for the MAPP and HDP datasets, respectively. This is because the model can remember the previous data (series data) and predict the next data based on the history of the data, as shown in Figure 6.

The superior performance of the LSTM with the prediction task didn’t comprehend the performance of the classification task of the model; the model achieved very modest results regarding the classification task for the two datasets (BCD and MCIWC), reaching 83% and 86% accuracy for the BCD and MCIWC datasets, respectively, for the classification task, as shown in Figure 7.
5.4 GRU model

The performance of this model is acceptable for both task prediction and classification due to its structured nature and the amount of data that it remembers. It has the ability to outperform the LSTM model in classification tasks, achieving 89% and 90% accuracy for the BCD and MCIWC datasets, respectively. It also outperforms the CNN model in prediction tasks, achieving 94% and 95% accuracy for the MAPP and HDP datasets, respectively. From the experimental results of the three models, the GRU is the only model that reached acceptable and very close results for the four datasets and for both tasks. Figures 8 and 9 show the results for the GRU model.

Figure 8: RNN model classification accuracy: (a) classification accuracy for the BCD dataset; (b) classification accuracy for the MCIWC dataset

Figure 9: GRU model prediction accuracy: (a) prediction accuracy for the MAPP dataset (b) prediction accuracy for the HDP dataset

5.5 Result Comparison

This section includes a comparison among the results of the proposed models, in addition to a comparison with related works. Table 1 illustrates the results of the proposed models for each dataset that was used in this research compared with related works.

| Model | Dataset | CNN  | LSTM | GRU  | RNN  |
|-------|---------|------|------|------|------|-------|
|       | BCD     | 97%  | 83%  | 89%  |      |       |
|       | MCIWC   | 98%  | 86%  | 90%  |      |       |
|       | MAPP    | 85%  | 97%  | 94%  |      |       |
|       | HDP     | 83%  | 95%  | 95%  |      |       |
|       | SVD[7]  | 87%  |      |      | 86%  |       |
The first four rows represent the results of the proposed models as a comparison with related works in terms of CNN, LSTM, and GRU, except for the works in [7] and [9], which used CNN and RNN. Also, it must be noted that each model has its own architecture for designing and training.

6. Conclusion

Deep learning has a great impact on many tasks, such as classification and prediction; the achievement of each task depends on a predefined DL model. That is, CNN outperforms classification tasks, while RNN, in terms of LSTM, outperforms prediction tasks better than the rest of the DL models.

Many conclusions can be drawn from the following behavior of the proposed and presented models: Firstly, all three proposed models succeed in the classification task, with the CNN model having a relative advantage. Secondly, all three proposed models succeed in the prediction task, with the RNN model having a relative advantage. Thirdly, the GRU model overcame reality and itself by producing outstanding results in both classification and prediction tasks for all four datasets.
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