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Abstract  

This paper describes a hybrid grayscale compression system based on the discrete 

wavelet transform (DWT) and a polynomial coding technique for mixing quantization 

schemes to increase the compression ratio while maintaining quality. The proposed 

compression system consists of three main steps: first, decomposing an image using a 

three-level DWT; second, applying the 2-D linear polynomial coding technique to the 

approximation sub-band; and third, dividing the detailed sub-bands of each level into 

the Most Significant Value (MSV) and Least Significant Value (LSV), where the 

former is compressed using iterative scalar uniform quantization and the latter by soft 

quantization thresholding. For testing the performance of the suggested compression 

system, five standard images of size 256×256 pixels were adopted. The suggested 

technique showed superior performance in terms of reconstructed (decoded) image 

quality and compression ratio (gain), where the compression ratio is between 21–27 

with a PSNR value between 36–38 dB and the compression ratio of JPEG is between 

7–20 with a PSNR value between 33–37 dB. 

 

Keywords: Discrete wavelet transform, Image data compression,2-D linear 

polynomial coding technique, Most and least significant values, Soft quantization 

thresholding technique. 

 

 ضغط صورة بمقياس رمادي باستخدام تقنيات التحلل الهرمي المنفصل لتحويل المويجة والخلط 
 

 غادة الخفاجي ، *نور صباح مهدي  
 قسم الحاسبات, كلية العلوم, جامعة بغداد, بغداد, العراق.

 
  الخلاصة 

 (DWT) يعتمد على التحويل المويجي المنفصل  حيث  ة الرمادي  للصورهذا البحث نظام ضغط هجين   قدم      
يتكون نظام   .وتقنية الترميز متعدد الحدود لخلط مخططات التكميم لزيادة نسبة الضغط مع الحفاظ على الجودة

بواسطة تفكيك الصورة   ، أولًا   ، المقترح من ثلاث خطوات رئيسية  متبوعًا   DWT الضغط   ، المستويات  ثلاثي 
بتطبيق تقنية التشفير الخطي متعدد الحدود ثنائي الأبعاد على النطاق الفرعي التقريبي ، ثم فصل النطاقات الفرعية  

، حيث يتم ضغط الأول بواسطة   (LSV) والأقل أهمية (MSV) التفصيلية لكل مستوى إلى القيمة الأكثر أهمية
أظهرت التقنية المقترحة   .منتظم عددي متكرر ، بينما يتم ضغط الأخير بواسطة مخطط عتبة تكميم ناعمتكميم  

 .( ة سبتكم أداءً فائقًا من حيث جودة الصورة المعاد بناؤها )فك الشفرة( ونسبة الضغط )ال
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1. Introduction 

Nowadays, more than 65% of people around the world communicate online using multimedia 

tools (i.e., images, audio, and video) via social multimedia applications (Viber, WhatsApp), 

which come with two essential issues of storage capacity and/or transmission bandwidth [1–3]. 

 

Image data compression is a vital optimum solution that cuts storage costs and/or speeds 

transmission of compressed data by efficiently utilizing image data redundancy in statistical 

and/or psychovisual bases, which implicitly ground into lossless or lossy techniques, 

respectively [4–7]. The former image compression techniques of lossless (identical) base, also 

referred to as information-preserving (error-free), had low compression performance due to 

exploiting the inter-pixel (spatial) and coding redundancies by utilizing techniques of lossless 

predictive coding and symbol encoders either of entropy base (i.e., Huffman coding, Arithmetic 

coding) or probability base (Lempel-Ziv algorithm) [1, 8–13]. While the latter image 

compression techniques have a lossy (approximation) base and high compression performance 

due to exploiting the psychovisual redundancy with/without the statistical former one, with 

techniques such as fractal, block truncation coding (BTC), absolute BTC, JPEG, and JP2 [14-

16]. 

 

Polynomial coding based on Taylor approximation modeling is usually put into groups based 

on the degree of approximation and the shape of the blocks. This means that linear and nonlinear 

approximations can be used with both 2D and 1D block shapes [3, 10, 17–21]. In spite of a 

number of researchers utilizing the techniques to compress images (gray or color), the 

techniques still suffer from large residualities. 

 

This paper is concerned with an investigation of hybrid lossy image compression techniques 

in grayscale using DWT decomposition of Haar base with different quantization schemes, either 

uniformly or non-uniformly, according to the separation data values of LSV and MSV. The 

paper is organized as follows: Section 2 reviews the related works; Section 3 discusses the 

methodology of the suggested system in detail; and the following sections are concerned with 

the experimental results and conclusion. 

  

2. Related work 

Polynomial coding is a modeling-based technique for prediction and differentiation. This 

section focuses on the main efforts to improve or enhance the traditional polynomial coding 

techniques, either linear or non-linear, for 2D or 1D shapes of grayscale image bases. Rasha 

[22], which mixed between linear and non-linear polynomial models for 2D block shapes using 

edges and homogeneity measures for grayscale images, where the compression ratio is between 

8 and 13, with PSNR values exceeding 32 dB, Athraa [23], Shymaa [24], Rana [25], and 

Abdullah et al. [17] exploited the hierarchal scheme efficiently along the 2D-linear polynomial 

coding of DWT decomposition, interpolation, and even-odd schemes, respectively. In [23], the 

compression ratio for grayscale images is between 3 and 9, with PSNR values between 32 dB 

and 52 dB on average. In [24], the compression ratio for color images varies between 6 and 14, 

with the PSNR values being between 28 dB and 32 dB. 

 

     In [25], the compression ratio for grayscale images is between 9 and 11. In [17], the 

compression ratio for natural grayscale images is between 7 and 8, while for medical images it 

exceeds 10. Different quantization techniques, such as those used by Ghadah et al. [26] and 

Ghadah [27] for hard/soft thresholding techniques and by midtread for 2D linear polynomial 

coding, are used to effectively quantify residual images. 
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In [26], the compression ratio is between 5 and 12, with PSNR values between 28 dB and 30 

dB for grayscale images. In [27], the compression ratio exceeds 11, with PSNR values of 36 or 

more for grayscale images. Ghadah and Loay [28] showed that 1D linear polynomial coding 

with a non-uniform quantization residual image was better. Samara et al. [29] made it even 

better by using C621 to code the residual image with the Minimize Matrix Size Algorithm 

(MMSA) of the binary search algorithm base. 

 

      Rasha et al. [30] compressed gray biometric iris images without losing quality by combining 

the discrete Fourier transform (DFT) of conjugate symmetry with traditional polynomial 

coding. In [28], the compression ratio for grayscale images is between 5 and 9, with PSNR 

values between 35 dB and 38 dB. In [29], the compression ratio for grayscale images is between 

9 and 11, with PSNR values between 39 dB and 40 dB. In [30], the compression ratio for 

grayscale images is between 7 and 8. Zainab et al. [31] improved lossy color polynomial coding 

of the YUV color transformation model by using variable block sizes and a quadtree 

partitioning scheme of residuals encoded based on a mix of LZW and run-length coding 

techniques. The compression ratio was more than 15, and the PSNR values were between 27 

dB and 34 dB. 

 

      Samara and Ghadah [32] made a new lossy color compression of the YCbCr base by 

combining adaptive lossy 1-D polynomial coding, the MMSA of C421, and the Double Scalar 

Uniform Quantization System (DSUQS). The compression ratio is between 21 and 27, and the 

PSNR is between 36 and 38. 

Ghadah et al. [33] introduced a novel lossy adaptive technique that exploits polynomial bases 

separately for each color band, where coefficients are compressed losslessly while residuals 

(prediction error) are compressed lossily with minimal loss to ensure higher performance in 

terms of compression ratios (gain), which are between 3 and 6, and pleasant reconstructed 

quality, where PSNR values are between 32 dB and 52 dB on average. 

 

3. The proposed system 

     In this paper, the polynomial coding of the modeling base is utilized to compress grayscale 

lossily with DWT decomposition and quantization schemes, and the encoding process is 

composed of the steps discussed below. Also, Fig. 1 shows the proposed compression system 

clearly. 

Step 1: Use uncompressed input grayscale square I (i.e., size N×N) of BMP format. 

Step 2: Apply multi-scheme decomposition of three layers of Haar DWT, where I decomposed 

into approximation sub-bands and details sub-bands hierarchically, of sizes (N/2×N/2), 

(N/4×N/4) and (N/8×N/8), respectively. 

Step 3: Perform the 2D linear polynomial coding technique for the approximation sub-band 

(LL3) that consists of the following sub-steps [27]: 

1- Partition the (LL3) into non-overlapped blocks of fixed size n×n (4×4). 

2- Find the estimated linear polynomial coefficients using Eq. (1-3).  

                                       𝑎0 =
1

𝑛×𝑛
 ∑ ∑ 𝐼(𝑖, 𝑗)𝑛−1

𝑗=0
𝑛−1
𝑖=0                                                                              (1) 

                                       𝑎1 =
∑ ∑ 𝐼(𝑖,𝑗)𝑛−1

𝑗=0 ×(𝑗−𝑥𝑐)𝑛−1
𝑖=0

∑ ∑ (𝑗−𝑥𝑐)2𝑛−1
𝑗=0

𝑛−1
𝑖=0

                                                                                 (2) 

                                       𝑎2 =
∑ ∑ 𝐼(𝑖,𝑗)𝑛−1

𝑗=0 ×(𝑖−𝑦𝑐)𝑛−1
𝑖=0

∑ ∑ (𝑖−𝑦𝑐)2𝑛−1
𝑗=0

𝑛−1
𝑖=0

                                                                                 (3) 

      where the computed coefficients are represented by a0, which corresponds to the fixed block 

man, while a1 and a2 correspond to the ratio of intensity block pixels from the block center (xc, 

yc) to the squared distance in i and j coordinates [20]. 
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                                        𝑥𝑐 = 𝑦𝑐 =
𝑛−1

2
                                                                                                       (4) 

3- Quantize/dequantize the computed coefficients uniformly, where each coefficient is 

quantized using a different quantization step [26]. 

                                        𝑎0𝑄 = 𝑟𝑜𝑢𝑛𝑑 (
𝑎0

𝑄𝑆𝑎0
) → 𝑎0𝐷 = 𝑎0𝑄 × 𝑄𝑆𝑎0                                            (5) 

                                        𝑎1𝑄 = 𝑟𝑜𝑢𝑛𝑑 (
𝑎1

𝑄𝑆𝑎1
) → 𝑎1𝐷 = 𝑎1𝑄 × 𝑄𝑆𝑎1                                            (6) 

                                        𝑎2𝑄 = 𝑟𝑜𝑢𝑛𝑑 (
𝑎2

𝑄𝑆𝑎2
) → 𝑎2𝐷 = 𝑎2𝑄 × 𝑄𝑆𝑎2                                            (7) 

 

      Where 𝑎0𝑄, 𝑎1𝑄, 𝑎2𝑄are the uniform linear polynomial quantized values, 

𝑄𝑆𝑎0, 𝑄𝑆𝑎1, 𝑄𝑆𝑎2 are the linear polynomial coefficients quantization steps  and 𝑎0𝐷, 𝑎1𝐷, 𝑎2𝐷 

are dequantized linear polynomial values.  

4- Encode the quantized coefficients using a probability base encoder. 

5- The predicted image created using the linear polynomial coefficients dequantized values 

along the distance from the center for each segmented fixed block, such as [17]: 

                                       𝐼 = 𝑎0𝐷 + 𝑎1𝐷(𝑗 − 𝑥𝑐) + 𝑎2𝐷(𝑖 − 𝑦𝑐)                                                       (8) 

6- The residual (prediction error) computed as a difference between the original and predicted 

approximation sub-bands (resultant from step above) 𝐼 [8,27] 

                                        𝑅𝑒 𝑠 (𝑖, 𝑗) = 𝐼(𝑖, 𝑗) − 𝐼(𝑖, 𝑗)                                                                              (9) 

7- Encode the residual image (Res) using non-uniform quantization, which divides the range of 

the residue image into non-uniform slices with the same density for the positive and negative 

numbers and then determines the centroid of each slice of positive and negative numbers to 

represent all residue values for that slice. Algorithm (1) summarizes the non-uniform 

quantization steps. The residual is effectively quantized and dequantized using a quantization 

matrix of non-uniform bases [28]. 

                                        𝑅𝑒𝑠𝑄 = 𝑟𝑜𝑢𝑛𝑑 (
𝑅𝑒𝑠

𝑄 𝑅𝑒𝑠 𝑁𝑜𝑛
) → 𝑅𝑒𝑠𝐷 = 𝑅𝑒𝑠𝑄 × 𝑄𝑅𝑒𝑠 𝑁𝑜𝑛             (10) 

where the non-uniform quantization matrix corresponds to 𝑄 𝑅𝑒 𝑠 𝑁𝑜𝑛, and ResQ, ResD 

represent the quantized/dequantized residual images, respectively. 

8- Encode and decode the quantized residual component using the arithmetic coding technique. 

9- Rebuild the decoded image by adding the predicted (step 5) image and the dequantized 

residual image, as in Eq. (11) [28]. 

                                        𝐼(𝑖, 𝑗) = 𝐼(𝑖, 𝑗) + 𝑅𝑒𝑠𝐷(𝑖, 𝑗)                                                                          (11) 

Step 4: Find the separation step using a hierarchical scheme for detail sub-bands (LH1, HL1, 

HH1, LH2, HL2, HH2, LH3, HL3, HH3) of the three levels using the following equation [32]. 

                            ℎ = {
𝑆𝑒𝑝𝑆𝑡𝑝𝑤𝛼𝑤−1      𝑓𝑜𝑟 𝐿𝐻, 𝐻𝐿 𝑖𝑛 𝑤𝑡ℎ  𝑙𝑒𝑣𝑒𝑙

𝑆𝑒𝑝𝑆𝑡𝑝𝑤𝛽𝛼𝑤−1        𝑓𝑜𝑟 𝐻𝐻  𝑖𝑛 𝑤𝑡ℎ  𝑙𝑒𝑣𝑒𝑙
                                       (12) 

 

       where w is the wavelet level number and separation step (SepStpw), 𝛼, 𝛽 are separation 

parameters (such that, SepStp ≥1, α≤1, β≥1) and h is the value of the cut point bit.  

Step 5: Decompose the detail sub-bands into the most and least significant values (MSV and 

LSV) and compute the values for each of the three levels of detail sub-bands [33]. 

                                         𝐼 𝑀𝑆𝑉 = 𝑟𝑜𝑢𝑛𝑑 (
𝐼

𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛 
)                                                                    (13) 

                                        𝐼 𝐿𝑆𝑉 = 𝐼 − (𝐼 𝑀𝑆𝑉 × 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛)                                                        (14) 

      where I refers to the original image, and separation is the cutting point bit values, which 

control the parameter that isolated the image value range, as well as IMSV and ILSV, which 

correspond to the most and least significant values, respectively.  

Step 6: Use iterative scalar uniform quantization to compress the most significant image value 

(MSV) that is composed of the following steps: 
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1. Converting each of the most significant values (MSV) from a 2D array into a 1D array 

2. Perform the quantization of the iterative basis to find the iteration and the reminder of each 

value by determining the accuracy [34]. 

                                         𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 = 𝑖𝑛𝑡𝑒𝑔𝑒𝑟(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 × 10)                                           (15) 

3. Encoding the soft thresholding results using the Lempel-Ziv coding method and Huffman 

coding 

Step 7: Apply a soft quantization thresholding scheme to compress the least significant value 

(LSV) that is composed of the following steps: 

1. Identifying the differences between the level three and level one detailed sub-bands and 

rounding the difference results according to Eq. (16–18). 

                                         𝑇ℎ𝐿𝐻 = 𝑟𝑜𝑢𝑛𝑑 (𝐿𝐻3 − 𝐿𝐻1)                                                                            (16) 

                                         𝑇ℎ𝐻𝐿 = 𝑟𝑜𝑢𝑛𝑑 (𝐻𝐿3 − 𝐻𝐿1)                                                                           (17) 

                                         𝑇ℎ𝐻𝐻 = 𝑟𝑜𝑢𝑛𝑑 (𝐻𝐻3 − 𝐻𝐻1)                                                                         (18) 

2. Applying the soft quantization thresholding scheme to the detailed sub-bands of each 

level separately, using the factor of each one of the detailed sub-bands as the threshold 

that can be different at each time in the following soft thresholding equations 

 

                                        𝐼𝐿𝐻𝑄 = {
𝑆𝑖𝑔𝑛 (𝐼𝐿𝐻)  𝑖𝑓|𝐼𝐿𝐻| ≥ 𝑇ℎ𝐿𝐻          

0                         𝑒𝑙𝑠𝑒                  
                                                   (19) 

                                        𝐼𝐻𝐿𝑄 = {
𝑆𝑖𝑔𝑛 (𝐼𝐻𝐿)  𝑖𝑓|𝐼𝐻𝐿| ≥ 𝑇ℎ𝐻𝐿          

0                         𝑒𝑙𝑠𝑒                  
                                                  (20) 

                                       𝐼𝐻𝐻𝑄 = {
𝑆𝑖𝑔𝑛 (𝐼𝐻𝐻)  𝑖𝑓|𝐼𝐻𝐻| ≥ 𝑇ℎ𝐻𝐻           

0                         𝑒𝑙𝑠𝑒                  
                                                (21) 

 

3. Encoding the soft thresholding results using the Lempel-Ziv coding [35] method and 

Huffman coding [36] 

 

Step 8: Perform the following steps to explain the decoding process: For the decoding 

polynomial, add the estimated image to the dequantized residual one using Eq. (22) to 

reconstruct the decoded image 𝐼(𝑖, 𝑗). Also, Fig. 2 shows the proposed decompression system 

clearly. 

                                         𝐼(𝑖, 𝑗) = 𝐼(𝑖, 𝑗) + 𝑅𝑒 𝑠 𝐷(𝑖, 𝑗)                                                               (22) 

Step 9: Apply the inverse of the most significant value to obtain the decoded MSV of each 

detail subband of the three levels according to Eq. (23–25). 
 

                                        𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 =
𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠

10
                                                                                           (23) 

                                         𝑉𝑎𝑙𝑢𝑒𝑠 = 2𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝐷𝑖𝑣𝑖𝑠𝑖𝑜𝑛𝑠                                                                          (24) 

                                         𝐼 = 𝑟𝑜𝑢𝑛𝑑(𝑉𝑎𝑙𝑢𝑒𝑠 ×  𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛)                                                (25) 

Step 10: Return the decoded MSV from 1-D into 2-D array  

Step 11: Multiply the decoded MSV by the separation value to obtain the reconstructed MSV 

of each detail subband of the three levels.  

                                        𝑅𝐼 𝑀𝑆𝑉 =  𝐼 𝑀𝑆𝑉 × 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛                                                      (26) 

      Where RIMSV corresponds to the reconstructed MSV detail subbands, 𝐼MSV is the decoded 

MSV of detail subbands, and Separation is the value of the cut point bit. 

Step 12: Add the reconstructed MSV of each detail subband of the three levels to the decoded 

LSV to obtain the reconstructed detail subbands.  

                                        𝑅𝐼 𝑑𝑒𝑡𝑎𝑖𝑙𝑠 =  𝑅𝐼𝑀𝑆𝑉 + 𝑅𝐼𝐿𝑆𝑉                                                                               (27) 

where RIMSV, RILSV correspond to the reconstructed MSV and LSV of detail subbands, and RI 

details are the reconstructed detail subbands.  
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Step 13: Apply the inverse of the DWT of the hierarchal scheme of each band to reconstruct 

the decoded image. 

Step 14: Reconstruct the approximated compressed by adding the inverse of the polynomial 

technique and the inverse of the most and least significant values to the inverse of the DWT. 

 

Algorithm 1: Non-uniform residual quantization process 

  Input: Sample(0..ImageSize-1) which corresponds to residual image (Res) 

                       Q as the attained Quantization Range 

 Step 1: Define the Lowest and Highest Value 

  Max=Sample(i): Min+Sample(i) 

  for i=0 to ImageSize-1: S=Sample(i) 

     if Min>S then Min=S else if Max<S then Max=S 

  next i 

 Step 2: Determine the Histogram for the positive and Negative Values 

  redim HistN(Min), HisP(Max) 

  NonZN=0: NonZP=0  

  for I=0 to ImageSize-1: S=Sample(i) 

     if S<0 then 

        S=-S: HistN(S)=HistN(S)+1: NonZN=NonZN+1  

     else  

       HistP(S)=HistP(S)+1:  NonZP=NonZP+1 

  next I 

  NonZ=NonZN+NonZP 

 Step 3: Determine the Accumulated Histogram 

  redim AcmN() as byte, AcmP() as byte  

  NonZR=0.5×(Wid×Hgt-NonZ)/(Wid×Hgt) 

  AcmN(0)=NonZR: AcmP(0)=NonZR 

  for i=1 to Min: AcmN(i)=AcmN(i-1)+HisN(i)/NonZN: next i 

  for i=1 to Max: AcmP(i)=AcmP(i-1)+HisP(i)/TonZP: next i 

   Step 4: Build the lookup table 

   Rng=Q/2 

   for i=1 to Min: TblN(i)=AcmN(i) ×Rng: next i 

   for i=1 to Max: TblP(i)=AcmP(i) ×Rng: next i 

   for i=0 to ImageSize-1: S=Sample 

      if S=0 then qSamp(i)=0 

      elseif S>0 then qSamp(i)=TblP(S) 

      elseif S<0 then qSamp(i)=-TblN(S) 

   next i 
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Figure 1: Structure and encoding of the proposed system 
 

 

 

 

 

 

 

 

 

 

 

 

 

Apply the polynomial coding on 

the LL3 sub-band 

1-Partition LL3 sub-band into 

blocks of size n×n 

2-Find coefficients (a0, a1, a2) 

for each block then 

quantized/dequantized the 

computed coefficients of a 

linear polynomial. 

3-Create the predicted image 

and find the residual. 

4- Encode the residual image 

(Res) using non-uniform 

quantization. 

 
Apply Hierarchical scalar quantizer on the detail 

sub-bands (LH1, HL1, HH1, LH2, HL2, HH2, LH3, 

HL3, HH3). 

 

Decomposed each detail sub-bands for MSV and 

LSV  

For MSV apply the iterative scalar uniform 

quantization 

For LSV apply the soft quantization thresholding for 

each detail sub-band  

 

Apply 1st DWT 

on the image Apply 2nd DWT on 

the LL1 sub-band 
Apply 3rd DWT on 

the LL2 sub-band 

Input 

uncomp

ressed 

image 

of size 

N×N 

LL1 LH1 

HL1 HH1 

LL2 LH2 

HL2 HH2 

LL3 LH3 

HL3 HH3 

Symbol encoder 

Compressed image 



Mahdi and Al-Khafaji                            Iraqi Journal of Science, 2024, Vol. 65, No. 10, pp: 5770-5783 
 

5777 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 2: Structure and decoding of the proposed system 
 

4. Results and Discussion 

      For testing the suggested compression system performance, five standard square images of 

size 256×256 were adopted, as shown in Fig. 3. 

      The compression ratio measure corresponds to the ratio of the original image size in bytes 

to the compressed size of image information in bytes, along with an objective fidelity measure 

of the peak signal-to-noise ratio (PSNR) between the original image I and the decoded image 

Î . 

                                         𝑃𝑆𝑁𝑅(𝐼, 𝐼) = 10𝑙𝑜𝑔10 (
(max 𝑖𝑚𝑢𝑚𝑔𝑟𝑎𝑦 𝑠𝑐𝑎𝑙𝑒 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒)2

𝑀𝑆𝐸
)             (28) 

                                       𝑀𝑆𝐸(𝐼, 𝐼) =
1

𝑛×𝑛
 ∑ ∑ [𝐼(𝑖, 𝑗) − 𝐼(𝑖, 𝑗)]2𝑛−1

𝑗=0
𝑛−1
𝑖=0                                    (29) 

 

 

 

 

  
  

 

 

 

 

 

 

 

      Table 1 shows the considered dominant parameters, whose values have been tested in detail. 

The results are shown in Table 2 and Table 3, which summarize the compression ratio, PSNR, 

and separation parameters used for the five tested images. 

                    a                                          b                                      c                                        d                                        e           

Figure 3: The adopted images are (a) Lena image, (b) Barbara image, (c) Cameraman 

image, (d) Rose image, and (e) Apple image, all images of size 256×256 images. 

Inverse discrete wavelet transform of each sub-bands 

(approximation and detail sub bands) for the three levels 

 

Inverse polynomial coding for LL3 sub-band by 

adding the predicted image and the dequantized 

residual image to rebuild the decoded image 

 

Inverse iterative scalar uniform/soft thresholding 

quantization for MSV and LSV of detail sub-band 

to obtain decoded of MSV/ LSV 

 

Symbol decoder 

Reconstructed approximation image 

Add decoded MSV to decoded LSV of detail sub-

bands 

 

Compressed image 
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     It is clear that the increase in values for the detail subbands of the three levels of DWT 

affected the performance of the proposed technique in terms of compression ratio and PSNR, 

where small values mean a small compression ratio and a high PSNR, and vice versa. For the 

approximation sub-band of the third level, the polynomial coding consists of two parts: the first 

part is the coefficients (a0, a1, a2), which are quantized uniformly, with a0 equal to 16 and a1 

and a2 equal to 32, and the second part is the residual part, which is quantized non-uniformly 

and equal to 32.  

   

     Table 2 shows the system performance increases and decreases in PSNR values when the 

control parameters (𝛼, 𝛽) are increased. Increasing the number of digits improves the 

compression ratio, as demonstrated in Table 3. 
 

Table 1: The selected values of the control parameters 
Proposed compression system 

Parameter value Range value Parameter value Range value 

nxn 4×4 Alpha α [0.7, 0.8, …..2.4] 

Qa0 16 Beta 𝛽 [0.8, 1.0, …..4.2] 

Qa1, Qa2 32 Number of digits 10, 100 

QRes 32 Accuracy Range [5 2] 

Separation 5   

 

Table 2: The tested results of the proposed technique 

Tested Image Separation =5    No. of Digits=10   Accuracy Range = [5 2] 

 Alpha Beta CR PSNR 
Encode/Decode 

Time (sec) 

Lena 0.7 0.8 10.0763 38.6238 8.0781 

1.5 2.4 13.4792 37.1573 7.9219 

1.9 3.2 15.4639 34.6709 7.2656 

2.2 3.8 16.0235 32.5070 6.7188 

2.4 4.2 16.2459 30.7510 6.5000 

Barbara 

 

0.7 0.8 9.9963 39.7154 7.6094 

1.5 2.4 13.4460 37.9192 7.5156 

1.9 3.2 15.4348 34.4805 6.5469 

2.2 3.8 16.1022 32.1125 6.3594 

2.4 4.2 16.3758 31.4287 6.2969 

Cameraman 

 

0.7 0.8 10.7190 41.1678 7.1719 

1.5 2.4 14.6286 39.4013 6.6250 

1.9 3.2 16.8733 36.4074 6.2188 

2.2 3.8 17.3928 33.7463 6.2031 

2.4 4.2 17.6267 32.0676 6.0625 

Rose 

 

0.7 0.8 10.9427 39.8490 6.8594 

1.5 2.4 14.6909 37.8867 6.6563 

1.9 3.2 17.1246 34.8254 6.4688 

2.2 3.8 17.7942 32.8346 6.3906 

2.4 4.2 18.1089 32.1257 6.1094 

Apple 

 

 

 

 

0.7 0.8 11.5421 40.6373 6.4063 

1.5 2.4 16.2298 38.7224 6.2188 

1.9 3.2 18.7998 36.2204 5.8750 

2.2 3.8 19.4353 34.4396 5.8594 

2.4 4.2 19.6451 33.3862 5.6719 
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Table 3: The tested results of the proposed technique 

 

A.   

Tested Image A B C 

 

 

 

 

 

 

 

 

    

    

    

    

Figure 4: The compressed images using the proposed system techniques Making Separation 

= 5 and No. of Digits = 10  alpha = 0.7 and beta = 0.8.  B-  alpha = 1.9 and beta = 3.2.  C-  

alpha = 2.4 and beta = 4.2   

 

Tested Image Separation =5    No. of Digits=100   Accuracy Range = [5 2] 

 Alpha Beta CR PSNR Time 

Lena 0.7 0.8 13.3911 38.6983 5.7969 

1.0 1.4 13.4626 38.4432 5.5469 

1.5 2.4 17.1470 37.2050 5.4844 

1.9 3.2 19.7279 34.6964 5.0938 

Rose 

 

0.7 0.8 14.4767 39.9319 5.6406 

1.0 1.4 14.5733 39.6423 5.4688 

1.5 2.4 18.6023 37.9351 5.2188 

1.9 3.2 21.6505 34.8483 5.1250 
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5. Comparative Evaluation 

    In this work, a comparative evaluation was performed in Table 4 to demonstrate the 

robustness of the suggested method, where the comparison indicates the CR and PSNR 

measures for five images with block size 4×4, separation equal to 5, number of digits equal to 

10, and accuracy range [5 2] with values of α = 0.7 and β = 0.8. From Table 4, the outcomes 

show that the suggested techniques have a higher compression ratio than JPEG while decreasing 

the image quality, as shown in Fig. 5. In Table 5, [28] used three images of block size 4×4, 

where the CR is between [2.3788–2.5149], while the CR for the suggested system is between 

[10.0763–10.9427], as shown in Fig. 6. 

 

Table 4: Compression of the Standard JPEG with the Proposed Compression System 

Tested Image JPEG Proposed system 

 CR PSNR (dB) CR PSNR (dB) 

Lena 7.5919 33.6085 10.0763 38.6238 

Barbara 7.4332 33.8662 9.9963 39.7154 

Cameraman 8.7912 34.2935 10.7190 41.1678 

Rose 7.9404 35.8628 10.9427 39.8490 

Apple 10.0787 37.0543 11.5421 40.6373 

 

 
 

 

Figure 5: Comparison performance between the standard JPEG and the proposed system in 

terms of (a) CR and (b) PSNR 
 

Table 5: Compression of the Proposed Compression System with Article [28] in terms of CR 

and PSNR 

Tested Image Article [28] Proposed system JPEG 

 CR PSNR (dB) CR PSNR (dB) CR PSNR (dB) 

Lena 2.3788 51.4905 10.0763 38.6238 7.5919 33.6085 

Cameraman 2.5149 55.2948 10.7190 41.1678 7.9404 35.8628 

Rose 2.3344 50.4196 10.9427 39.8490 8.7912 34.2935 

 

 

 

 

(A)                                                                                    (B)     



Mahdi and Al-Khafaji                            Iraqi Journal of Science, 2024, Vol. 65, No. 10, pp: 5770-5783 
 

5781 

 
 

Figure 6: Comparison performance between the standard JPEG, the proposed system, and 

article [28] in terms of (a) CR and (b) PSNR 

 

6. Conclusion  

   This paper investigates an effective hybrid lossy technique for compressing grayscale natural 

images, with the main conclusions being:  

• The proposed system used polynomials as a spatial technique along with DWT 

decomposition. 

• The mixing of quantization techniques efficiently improves results in terms of compression 

ratio and PSNR. 

• The proposed system uses uniform scalar quantization for coefficients and non-uniform 

scalar quantization for residual images to maintain image quality without degradation. 

• The use of hierarchal separation with various control parameters increases the compression 

ratio and decreases the PSNR value when the control parameter is increased. 

• The use of an iterative scalar quantizer for MSV with different numbers of digits improved 

compression performance. 
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