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Abstract  

     In this paper, a solution to one of the Bicriteria Machine Scheduling Problems 

(BCMSP) is proposed. This problem focuses on the maximum early jobs time and 

range of lateness jobs time on a single machine (1//(𝐸𝑚𝑎𝑥 , 𝑅𝐿)). First, we derive a 

subproblem 1//(𝐸𝑚𝑎𝑥 + 𝑅𝐿) from the main problem which is a special case for the 

suggested problem. Secondly, both exact complete enumeration and Branch and 

Bound (BAB) with two new lower bounds with some heuristic methods to solve the 

problems are proposed. The results prove the accuracy of BAB to solve the problem 

for 𝑛 ≤ 110 jobs in a reasonable time. In addition, the accuracy of the suggested 

heuristic methods is compared with the results of the exact methods.  

 

Keywords: Bicriteria Machine Scheduling Problems, Maximum Early jobs Time, 

Range of Lateness Jobs Times, Branch and Bound method. 

 

حل مسالة القيمة العظمى لوقت الاعمال المبكرة ومدى زمن الاعمال المتأخرة باستخدام الطرق الدقيقة  
 والتقريبية 

 

 سفانه فيصل يوسف*, فائز حسن علي
الرياضيات, كلية العلوم ,الجامعة المستنصرية, بغداد, العراق قسم   

 
  الخلاصة 

المسالة هي القيمة  محور هذه  و في هذا البحث، تم اقتراح حل إحدى مسائل جدولة الماكنة ثنائية المعايير.       
𝐸𝑚𝑎𝑥)//1)لوقت الاعمال المبكرة ومدى زمن الاعمال المتأخرة على ماكنة واحدة    ى العظم , 𝑅𝐿))  أولًا تم .

𝐸𝑚𝑎𝑥)//1اشتقاق مسالة فرعية من المسالة الرئيسية وهي  + 𝑅𝐿)  ولقد تم اثبات بعض المبرهنات والحالات ،
( مع  BABالدقيقة )العد التام وطريقة التفرع والتقيد ) الخاصة للمسالة المقترحة. وأخيرًا، تم اقتراح بعض الطرق  

في حل المسالة لعدد من    BABقيدين ادنى جديدة( وبعض الطرق التقريبية لحل المسالتين. أثبتت النتائج دقة  
𝑛اعمال   ≤  في وقت مقبول، ودقة الطرق التقريبية المقترحة مقارنة بنتائج الطرق الدقيقة. 110

1. Introduction 

     Scheduling is an essential decision-making practice in many applications such as industrial 

design, engineering and commercial activities due to the importance of minimizing costs and 

energy consumption or maximizing profits, performance and efficiency. Scheduling is also  

used in many manufacturing and service industries. For example, it uses to reduce the cost of 

production in the industrial operation and to allow companies to be competitive. For that, a 

good scheduling algorithm can be used, see[1]. The Machine Scheduling Problem (MSP) is 
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given as follows: There are 𝑛 jobs given; each job requires one or more operations to be 

scheduled on one or more machines during a specific time period in order to minimize the given 

objective function. 

 

     Tapan Sen et al. (1988) [2] presented a Branch and Bound (BAB) algorithm to solve the 

1// ∑ 𝐶𝑗 + 𝑅𝐿 problem. They solved the problem with 𝑛 ≤ 15, where a linear combination of 

the two objectives is considered. The algorithm for minimizing the range of lateness (𝑅𝐿) on a 

single machine was presented by Liao and Huang which is denoted LH algorithm (1991) [3]. 

Toktas et al. (2004) [4] solved the problem of minimizing makespan (𝐶𝑚𝑎𝑥) and maximum 

earliness (𝐸𝑚𝑎𝑥) simultaneously in a two-machine flow shop environment. Delphi (2011) [5] 

proposed an efficient algorithm that can be used to enumerate the set of strict Pareto optimal 

for the bicriteria scheduling problem without release dates on a single machine which is studied 

like 1// ∑ 𝐶𝑗 + 𝐸𝑚𝑎𝑥. Ibrahim (2014) [6] solved the multicriteria 1//𝐹(𝑇𝑚𝑎𝑥 , 𝐸𝑚𝑎𝑥) problem 

and found a possible solution for 1//𝐿𝑒𝑥(𝑇𝑚𝑎𝑥 , 𝐸𝑚𝑎𝑥) problem. Also, she solved the 

1//Tmax + Emax problem to find an optimal solution or near optimal solution by using the 

BAB, proposed heuristic algorithm, and local search methods (Descent method, the Tree Type 

Heuristic Method and Simulated Annealing algorithm), respectively. The authors [7] solved 

problems 1//(∑𝐶𝑗, ∑𝐸𝑗  , 𝐸𝑚𝑎𝑥) and its special cases problems. Also, local search methods are 

used for the 1//∑𝐶𝑗 + ∑𝐸𝑗 + 𝐸𝑚𝑎𝑥 problem to find near optimum solutions using the proposed 

algorithm, and local search (Descent and Simulated Annealing) methods. In 2016, S. A. Ali [8] 

suggested minimizing the problem 1//(∑𝐶𝑗 , 𝑅𝐿), she proposed and applied several exact and 

approximate algorithms that give an approximate set of efficient solutions for the first time for 

this problem. Some experimental results are presented to show the applicability of the exact 

and local search algorithms. With a reasonable amount of time, local search algorithms can 

solve the problem for up to (900) jobs. In 2021, Ahmed [9] suggested some methods to solve 

the MCMSP by minimizing (1//(∑ 𝐶𝑗 , 𝑇𝑚𝑎𝑥 , 𝑅𝐿)) simultaneously. From the main problem, 

she deduced the subproblem denoted by (1//(∑ 𝐶𝑗 + 𝑇𝑚𝑎𝑥 + 𝑅𝐿)). She also proposed (8) 

exact, heuristic, and local search methods (Bees Algorithm and Particle Swarm Optimization) 

to find a set of efficient, approximate, optimal and near optimal solutions for the two problems. 

She used BAB which solved the main problem without the dominance rule (DR) for 𝑛 ≤ 18 

and with DR for 𝑛 ≤ 39, and solved the subproblem for 𝑛 ≤ 15 with the decomposition 

technique. 

In this paper, in section 2, we discuss the MSP concept. In section 3, we introduce the 

mathematical formulation of the BCMSP for the two suggested problems, namely the maximum 

earliness (𝐸𝑚𝑎𝑥) and the range of lateness(𝑅𝐿). Also, some special cases for problems (𝐸𝑅) 

are mentioned in section 4. The mathematical formulation of the single-criteria subproblem of 

(𝐸𝑅) and some special cases for the problems (𝐸𝑅1) are introduced in section 5 and section 6, 

respectively. The DR's for the two problems are introduced in section 7. New Techniques for 

solving problems (𝐸𝑅) and (𝐸𝑅1) are suggested in section 8. 

     

2. Machine Scheduling Problem Concept 

     This section begins by presenting some important notations, we focus on the performance 

measures without giving details on the machine environment. It is supposed that there are 𝑛 

jobs, denoted by 1, . . . , 𝑛, and that these jobs are to be arranged on a collection of machines that 

are available at all times from time zero onwards and can handle only one job at a time. We 

only mention the notations that are used for a single machine here. Jobs 𝑗, (𝑗 = 1, … , 𝑛) have 

[10]: 
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𝑝𝑗 : The job j has to be processed for a period of length 𝑝𝑗. 

𝑑𝑗 ∶ A due date, or the date by which the job should be completed; completion of the job after 

its due date is permitted, but a penalty is imposed. If the due date must be met without fail, then 

it is referred to as a deadline, and the common due date is the due date that is the same for all 

jobs. 

𝑠𝑗: A slack time of job j s.t. 𝑠𝑗 = 𝑑𝑗 − 𝑝𝑗 . 

𝐶𝑗 : The time at which the processing of job 𝑗 is completed is called the completion time, such 

that 𝐶𝑗 = ∑ 𝑝𝑘 
𝑗
𝑘=1 . 

Now consider we have the sequence σ of jobs then we have: 

The earliness 𝐸𝑗 = 𝑚𝑎𝑥{𝑑𝜎(𝑗) − 𝐶𝑗 , 0}. 

The lateness 𝐿𝑗 = 𝐶𝑗 − 𝑑𝑗. 

𝑅𝐿 = 𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑖𝑛 where  𝐿𝑚𝑎𝑥 = 𝑚𝑎𝑥
1≤𝑗≤𝑛

{𝐿𝑗},  𝐿𝑚𝑖𝑛 = 𝑚𝑖𝑛
1≤𝑗≤𝑛

{𝐿𝑗}. 

𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥
1≤𝑗≤𝑛

{𝐸𝑗}. 

𝐹 is the objective function of 𝐸𝑅. 

𝐹1 is the objective function of 𝐸𝑃𝑅. 

 The following sequencing rules and basic concepts are used in this paper: 

 

Definition (1): The Shortest Processing Time (SPT) rule [11]: The problem 1/ / ∑ 𝐶𝑗 is 

solved by sequencing all jobs in a non-decreasing order of the processing times (𝑝𝑗 ) 

i.e. (𝑝1 ≤ 𝑝2 ≤ ⋯ ≤ 𝑝𝑛).  

 

Definition (2): The Earliest Due Date (EDD) rule [11]: The problem 1/ /𝐿𝑚𝑎𝑥 is solved by 

sequencing the jobs in a non-decreasing order of their due dates (𝑑𝑗 ) i.e. (𝑑1 ≤ 𝑑2 ≤ ⋯ ≤ 𝑑𝑛). 

 

Definition (3): Minimum Slack Time (MST) rule [9]: The problem 1/ /𝐸𝑚𝑎𝑥 is solved by 

sequencing all jobs in a non- decreasing order of slack time (𝑠𝑗 ) i.e. (𝑠1 ≤ 𝑠2 ≤ ⋯ ≤ 𝑠𝑛). 

 

3. Mathematical Formulation of the BCMSP 

Let 𝑁 = {1,2, … , 𝑛} be a set of jobs that want to be scheduled on a BCMSP with 𝑝𝑗 ≤ 𝑑𝑗. The 

BCMSP can process only one job at one time using the two fields classification, the discussed 

BCMSP is denoted by 1//(𝐸𝑚𝑎𝑥, 𝑅𝐿). In this paper, the set of efficient solutions that want to 

be found for the BCMSP can be written for a given schedule 𝜎 = (1,2, … , 𝑛) as follows: 

 

𝐹 = 𝑚𝑖𝑛 (𝐸𝑚𝑎𝑥, 𝑅𝐿) 
s.t. 

𝐶1 = 𝑝𝜎(1)
 

𝐶𝑗 ≥ 𝑝𝜎(𝑗)
,                                  𝑗 = 1,2, … , 𝑛 

𝐶𝑗 = 𝐶𝑗−1 + 𝑝𝜎(𝑗)
,                     𝑗 = 2,3, … , 𝑛              (𝐸𝑅) 

𝐿𝑗 = 𝐶𝑗 − 𝑑𝜎(𝑗)
,                         𝑗 = 1,2, … , 𝑛  

𝑅𝐿(𝜎) = 𝐿𝑚𝑎𝑥(𝜎) − 𝐿𝑚𝑖𝑛(𝜎) 

𝐸𝑗 ≥ 0,                                       𝑗 = 1,2, … , 𝑛 

𝐸𝑚𝑎𝑥(𝜎), 𝑅𝐿(𝜎) ≥ 0 

 

Notice that 𝐸𝑚𝑎𝑥(𝜎) can be solved by MST rule [9].  𝑅𝐿(𝜎) is an NP-hard problem then 

BCMSP-ER is also NP-hard. 
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 Remark (1): From definition (2), we always obtain that 𝐿𝑚𝑎𝑥(EDD) ≤ 𝐿𝑚𝑎𝑥(MST) and from 

definition (3), we always see that 𝐸𝑚𝑎𝑥(MST) ≤ 𝐸𝑚𝑎𝑥(EDD). 

 

In the next proposition, we will show the relation between 𝐸𝑚𝑎𝑥  and 𝐿𝑚𝑖𝑛. 

Proposition (1): 𝐸𝑚𝑎𝑥 = −𝐿𝑚𝑖𝑛. 

Proof: 

𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝐸𝑗} = 𝑚𝑎𝑥 {𝑚𝑎𝑥{−𝐿𝑗 , 0}}  

𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥 {−𝑚𝑖𝑛{𝐿𝑗 , 0}}         (1) 

 

𝑚𝑖𝑛{𝐿𝑗 , 0} = 𝑚𝑖𝑛{𝐿𝑗} because the minimum of {𝐿𝑗} is always non-positive. Since 𝑚𝑖𝑛{𝐿𝑗} ≤

0, then −𝑚𝑖𝑛{𝐿𝑗} ≥ 0, then relation (1) can be written as: 

 

                                                 𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥 {−𝑚𝑖𝑛{𝐿𝑗}}                             (2) 

 

Since −𝑚𝑖𝑛{𝐿𝑗} is only one value,  it does not need for maximum in relation (2), then relation 

(2) will be as follows:  
𝐸𝑚𝑎𝑥 = −𝐿𝑚𝑖𝑛.                          

By using the definition of 𝑅𝐿 and proposition (1), we obtain: 

𝑅𝐿 = 𝑚𝑎𝑥{𝐿𝑗} −  𝑚𝑖𝑛{𝐿𝑗}.   

                                                       𝑅𝐿 = 𝐿𝑚𝑎𝑥 + 𝐸𝑚𝑎𝑥.                                                               (3) 
 

Proposition (2): For BCMSP-ER, if 𝑛 → ∞, then 𝑅𝐿 → ∞.  
Proof: 

Since 𝑅𝐿 = 𝑚𝑎𝑥{𝐿𝑗} − 𝑚𝑖𝑛{𝐿𝑗}.  

If → ∞ , max{𝐿𝑗} → ∞.    Since max{𝐿𝑗} → 𝐿𝑛 and since 𝐶𝑗 = 𝐶𝑚𝑎𝑥 ≫  𝑑𝑛, we have 𝐿𝑛  → ∞ 

that implies 𝑙𝑖𝑚
𝑛→∞

𝑅𝐿  =  𝐿𝑛  − 𝐿𝑚𝑖𝑛 ≈ 𝐿𝑛 as 𝑛 → ∞.  

Therefore, 𝑅𝐿  → ∞    

                          

4. The Most Important Special Cases for BCMSP-ER  

Case (4.1):  For the BCMSP-ER, If EDD and MST rules are identical, then we obtain an 

efficient solution. 

 

Proof: Let 𝜎 = EDD = MST be a sequence that satisfies EDD and MST rules in the same time,  

𝜎 will minimize 𝐸𝑚𝑎𝑥 such that there is no sequence 𝜋  which satisfies  𝐸𝑚𝑎𝑥(𝜋) < 𝐸𝑚𝑎𝑥(𝜎),and  

  𝜎 will minimize 𝑅𝐿  that means there is no sequence 𝜋  which satisfies 𝑅𝐿(𝜋) ≤ 𝑅𝐿(𝜎). 

Therefore, there is no sequence 𝜋 s. t. 𝐸𝑚𝑎𝑥(𝜋) < 𝐸𝑚𝑎𝑥(𝜎) and 𝑅𝐿(𝜋) ≤ 𝑅𝐿(𝜎) , Then the efficient 

solution for BCMSP-ER is given by the best sequence 𝜎.  

                                                                                         

Case (4.2): IF all jobs are late, then the BCMSP-ER is changed to 1//𝐿𝑚𝑎𝑥. 

Proof: Since all jobs are late, the 𝐸𝑗 = 0 , ∀𝑗 then 𝐸𝑚𝑎𝑥 = 0, then the BCMSP-ER 

1//(𝐸𝑚𝑎𝑥 , 𝑅𝐿) = 1//𝑅𝐿. 

Since 𝑅𝐿 = 𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑖𝑛 and 𝐸𝑚𝑎𝑥 = −𝐿𝑚𝑖𝑛 = 0. 

The BCMSP-ER 1//(𝐸𝑚𝑎𝑥 , 𝑅𝐿) will be 1//𝑚𝑎𝑥{𝐿𝑗} and this is the definition of the problem 

1//𝐿𝑚𝑎𝑥.                                                  
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Remark (2): It is known that the problem 1//𝐿𝑚𝑎𝑥 is solved by EDD rule [12], then the 

BCMSP-ER can be solved by the EDD rule when all jobs are late. 

Case (4.3): For BCMSP-ER if 𝑝 = 𝑝𝑗   ∀𝑗, then the problem can be solved by the EDD rule. 

Proof: Assume we have the sequence 𝜎. 

It is known that𝐿𝑗 = 𝐶𝑗 − 𝑑𝜎(𝑗), and since 𝑝 = 𝑝𝑗 ∀𝑗  then 𝐶𝑗 = 𝑗𝑝, then 𝐿𝑗 = 𝑗𝑝 −

𝑑𝜎(𝑗), 𝐸𝑚𝑎𝑥 = −𝑚𝑖𝑛{𝐿𝑗}  = −𝑚𝑖𝑛{𝑗𝑝 − 𝑑𝜎(𝑗)} 

From Proposition (1), we have 

𝑅𝐿(𝜎) = 𝑚𝑎𝑥{𝐿𝑗} + 𝐸𝑚𝑎𝑥(𝜎) = 𝑚𝑎𝑥{𝑗𝑝 − 𝑑𝜎(𝑗)} − 𝑚𝑖𝑛{𝑗𝑝 − 𝑑𝜎(𝑗)} 

Now assume that we have the sequence 𝜎 = EDD rule: 

𝑅𝐿(𝜎) = 𝑚𝑎𝑥{𝐿𝑗} + 𝐾, 𝐾 = 𝑚𝑖𝑛{𝑝 − 𝑑𝜎(1)} ≤ 0 is constant. 

𝑅𝐿(𝜎) = 𝑚𝑎𝑥{𝑝 − 𝑑𝜎(1), 2𝑝 − 𝑑𝜎(2), … , 𝑛𝑝 − 𝑑𝜎(𝑛)} + 𝐾. 

 

     This relation depends on the variable𝑑𝜎(𝑗), then 𝑅𝐿(𝜎) and 𝐸𝑚𝑎𝑥(𝜎) depend on 𝑑𝜎(𝑗) only, 

then the EDD rule is found an efficient solution for BCMSP-ER.  

                                                         

Case (4.4): For BCMSP-ER, if 𝑑 = 𝑑𝑗  ∀𝑗 , then the unique efficient solution for sequence 𝜎 is 

obtained by: 

  (𝐸𝑚𝑎𝑥, 𝑅𝐿) = (𝑑 − 𝑝𝜎(1), 𝐶𝑚𝑎𝑥 − 𝑝𝜎(1))  

Where 𝑝𝜎(1) is the largest  𝑝𝑗 in the schedule 𝜎 and no matter for other jobs how they arranged. 

Proof: From Proposition (1): 

𝐸𝑚𝑎𝑥 = −𝑚𝑖𝑛{𝐿𝑗} = −𝑚𝑖𝑛{𝐶𝑗 − 𝑑𝑗} = −{𝑚𝑖𝑛{𝐶𝑗} − 𝑑} = −𝑚𝑖𝑛{𝐶𝑗} + 𝑑 = 𝑑 − 𝐶𝑗

= 𝑑 − 𝑝𝜎(1). 

To minimize 𝐸𝑚𝑎𝑥, 𝑝𝜎(1) must be the largest 𝑝𝑗 in 𝜎. 

𝑅𝐿 = 𝑚𝑎𝑥{𝐿𝑗} + 𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝐶𝑗 − 𝑑} + 𝑝𝜎(1)   

𝑅𝐿 = 𝑚𝑎𝑥{𝐶𝑗} − 𝑑 + 𝑑 − 𝑝𝜎(1) = 𝑚𝑎𝑥{𝐶𝑗} − 𝑝𝜎(1) = 𝐶𝑚𝑎𝑥 − 𝑝𝜎(1),  

To minimize 𝑅𝐿 , 𝑝𝜎(1) must be the largest 𝑝𝑗 in 𝜎. 

Therefore, (𝐸𝑚𝑎𝑥, 𝑅𝐿) = (𝑑 − 𝑝𝜎(1), 𝐶𝑚𝑎𝑥 − 𝑝𝜎(1)) ∙                                 

 

Remark (3): For BCMSP-ER, from case (4.4), notice that there is no effect on the arrangement 

of other jobs of 𝜎(𝑗),  𝑗 = 2, … , 𝑛, so we have (𝑛 − 1)! sequences that give a uniquely efficient 

solutions.  

 

Case (4.5): For BCMSP-ER, if there are some jobs with 𝑑𝑗 ≥ 𝐶𝑚𝑎𝑥, then there is a chance to 

obtain an efficient solution if this (these) job (jobs) is arranged last. 

 

Case (4.6): For BCMSP-ER, if 𝑝𝑗 = 𝑝 and 𝑑𝑗 = 𝑑∀𝑗, then there is a uniquely efficient solution 

with n! sequences with constant objective function: 

(𝐸𝑚𝑎𝑥,𝑅𝐿) = (𝑑 − 𝑝 , (𝑛 − 1)𝑝) if all jobs are early. (𝐸𝑚𝑎𝑥, 𝑅𝐿 ) = ((0, (𝑛 − 1)𝑝) if all jobs 

are late.  

Proof: It is known that: 

 𝐶𝑗 = ∑ 𝑝𝑘
𝑗
𝑘=1 = 𝑗𝑝 , then 𝐿𝑗 = 𝑗𝑝 − 𝑑 

𝐿𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝐿𝑗} = 𝑛𝑝 − 𝑑 and 𝐿𝑚𝑖𝑛 = min{𝐿𝑗} = 𝑝 − 𝑑 

    ∴  𝑅𝐿 =  𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑖𝑛 = 𝑛𝑝 − 𝑑(𝑝 − 𝑑) = 𝑛𝑝 − 𝑝 = (𝑛 − 1)𝑝         (4) 

𝐸𝑗 = 𝑚𝑎𝑥{−𝐿𝑗 , 0} = 𝑚𝑎𝑥{𝑑 − 𝑗𝑝, 0} 

                                      𝐸𝑗 = 𝑚𝑎𝑥{𝑑 − 𝑝, 𝑑 − 2𝑝, … , 𝑑 − 𝑗𝑝, … , 𝑑 − 𝑛𝑝, 0 }                    (5) 
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(a). If all jobs are early, this means 𝑑 > 𝐶𝑛 = 𝑛𝑝 , then the maximum difference in relation 

(5) is 𝑑 − 𝑝 , then 

                                                  𝐸𝑚𝑎𝑥 = 𝑑 − 𝑝                                                         (6) 

From relations (4) and (6), we obtain: 
(𝐸𝑚𝑎𝑥, 𝑅𝐿) = (𝑑 − 𝑝 , (𝑛 − 1)𝑝).  
(b). If all jobs are late (except the first job), this means 𝑑 = 𝑝, then , 𝐸𝑗 = 0 ∀𝑗, then 

                                                                𝐸𝑚𝑎𝑥 = 0                                                             (7) 

𝐿𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝐿𝑗} = 𝑛𝑝 − 𝑑 = 𝑛𝑝 − 𝑝 = (𝑛 − 1)𝑝 and 𝐿𝑚𝑖𝑛 = 𝑝 − 𝑑 = 0 

   𝑅𝐿 = 𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑖𝑛 = (𝑛 − 1)𝑝 − 0 = (𝑛 − 1)𝑝                       (8) 

Form relations (7) and (8),  we obtain: 
(𝐸𝑚𝑎𝑥, 𝑅𝐿) = (0, (𝑛 − 1)𝑝) .                                                                                  

 

5. Mathematical Formulation of Single-Criteria Subproblem of BCMSP-ER 

     In this section, we will discuss subproblem of BCMSP-ER, this problem is bi-objective 

(BOMSP), which is defined by 1//(𝐸𝑚𝑎𝑥 + 𝑅𝐿), and denoted by BOMSP-EPR We will try to 

find the optimal solution for the BOMSP by using schedule 𝜎 = (1,2, … , 𝑛), it can be 

formulated as: 

 

𝐹 = 𝑚𝑖𝑛 (𝐸𝑚𝑎𝑥 + 𝑅𝐿) 

s.t. 

𝐶1 = 𝑝𝜎(1)
 

𝐶𝑗 ≥ 𝑝𝜎(𝑗)
,                                  𝑗 = 1,2, … , 𝑛 

𝐶𝑗 = 𝐶𝑗−1 + 𝑝𝜎(𝑗)
,                    𝑗 = 2,3, … , 𝑛 

𝐿𝑗 = 𝐶𝑗 − 𝑑𝜎(𝑗)
,                        𝑗 = 1,2, … , 𝑛                …(𝐸𝑃𝑅) 

𝑅𝐿(𝜎) = 𝐿𝑚𝑎𝑥(𝜎) − 𝐿𝑚𝑖𝑛(𝜎) 

𝐸𝑗 ≥ 0,                                      𝑗 = 1,2, … , 𝑛 

𝐸𝑚𝑎𝑥(𝜎), 𝑅𝐿(𝜎) ≥ 0 

 

The BOMSP is an NP-hard problem. 

 

Proposition (3): Let 𝜎 be the schedule that gives one of the efficient solutions for BCMSP-ER 

if and only if 𝜎 gives the optimal solution for BOMSP-EPR. 

Proof: 

Let 𝑆 = {𝜋1, 𝜋2, … , 𝜋𝑟} be the set of all efficient schedules which give the efficient solutions 

((𝑓, 𝑔) = (𝑓𝑖, 𝑔𝑖)) ∀ 𝑖 ꞊1,2, … , 𝑟 for BCMSP-ER. Suppose that the optimal solution (𝑓𝑘 + 𝑔𝑘) 

for problem (𝐸𝑅1) is not efficient solution for the problem (𝐸𝑅), then the schedule 𝜎 which 

gives (𝑓𝑘 + 𝑔𝑘) 𝜎 ∉ 𝑆, then  𝑓𝑖  + 𝑔𝑖 < 𝑓𝑘 + 𝑔𝑘  ∀ 𝑖 = 1,2, … , 𝑟, then 𝑓𝑘 + 𝑔𝑘 is not the optimal 

solution for BOMSP-EPR and that is C!. 

 

     Let 𝜎 be a schedule that gives an optimal solution 𝑓𝑘 + 𝑔𝑘 for BOMSP-EPR, Suppose 𝜎 

does not give the efficient solution for problem (𝐸𝑅), this means that 𝜎 ∉ 𝑆 and that implies 

there exists an efficient solution  𝑓𝑖  + 𝑔𝑖 < 𝑓𝑘 + 𝑔𝑘 that mains  (𝑓𝑖 + 𝑔𝑖) is an optimal solution 

for BOMSP-EPR and its value is less than 𝑓𝑘 + 𝑔𝑘 that means 𝑓𝑘 + 𝑔𝑘 is not the optimal 

solution for BOMSP-EPR and that is C!.  
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Proposition (4): Let BOMSP-EPR, if 𝑛 → ∞, then 𝐸𝑚𝑎𝑥 + 𝑅𝐿 → ∞.  
Proof: See proposition (2).  

6. The Most Important Special Cases for the BOMSP-EPR  

Case (6.1):  For BOMSP-EPR, if EDD and MST rules are identical, then the final result is an 

optimal solution. 

Proof: Let 𝜎 = EDD = MST be a sequence that satisfies EDD and MST rules at the same time, 

then  𝜎 will minimize 𝐸𝑚𝑎𝑥 such that there is no sequence 𝜋 that satisfies 

Emax(π) < Emax(σ), σ will minimize 𝑅𝐿  that means there is no sequence 𝜋 , 

such that 𝑅𝐿(𝜋) ≤ 𝑅𝐿(𝜎), then we have no 𝜋 s.t 

𝐸𝑚𝑎𝑥(𝜋) < 𝐸𝑚𝑎𝑥(𝜎) and 𝑅𝐿(𝜋) ≤ 𝑅𝐿(𝜎). Therefore, 𝜎 is the best sequence which gives an 

optimal solution for BOMSP-EPR.                                                                              

                   

Case (6.2): IF all jobs are late, then BOMSP-EPR is changed to 1//𝐿𝑚𝑎𝑥. 

Proof: See case (4.2) of BCMSP-ER. 
 

Case (6.3): For the BOMSP-EPR, if 𝑝 = 𝑝𝑗 ∀𝑗, then the problem can be solved by the  EDD 

rule. 

Proof: Assume we have the sequence 𝜎. 

It is know 𝐿𝑗 = 𝐶𝑗 − 𝑑𝜎(𝑗), and since 𝑝 = 𝑝𝑗 , ∀𝑗  𝑡ℎ𝑒𝑛 𝐶𝑗 = 𝑗𝑝,  

 then 𝐿𝑗 = 𝑗𝑝 − 𝑑𝜎(𝑗), 𝐸𝑚𝑎𝑥 = −𝑚𝑖𝑛{𝐿𝑗}  = −𝑚𝑖𝑛{𝑗𝑝 − 𝑑𝜎(𝑗)} 

From Proposition (1), we have 

𝑅𝐿(𝜎) = 𝑚𝑎𝑥{𝐿𝑗} + 𝐸𝑚𝑎𝑥(𝜎) = 𝑚𝑎𝑥{𝑗𝑝 − 𝑑𝜎(𝑗)} − 𝑚𝑖𝑛{𝑗𝑝 − 𝑑𝜎(𝑗)} 

assume that we have the sequence 𝜎 = 𝐸𝐷𝐷 rule: 

𝑅𝐿(𝜎) = 𝑚𝑎𝑥{𝐿𝑗} + 𝐾, 

𝐾 = 𝑚𝑖𝑛{𝑝 − 𝑑𝜎(1)} ≤ 0 is constant. 

𝑅𝐿(𝜎) = 𝑚𝑎𝑥{𝑝 − 𝑑𝜎(1), 2𝑝 − 𝑑𝜎(2), … , 𝑛𝑝 − 𝑑𝜎(𝑛)} + 𝐾 

This relation depends on the variable 𝑑𝜎(𝑗), then 𝑅𝐿(𝜎) and 𝐸𝑚𝑎𝑥(𝜎) depend on 𝑑𝜎(𝑗) only, 

then the EDD rule is found an optimal solution for BOMSP-EPR.                             

 

Case (6.4): For BOMSP-EPR, if 𝑑 = 𝑑𝑗  ∀𝑗 , then the unique efficient solution for sequence 𝜎 is 

obtained by: 

𝐸𝑚𝑎𝑥+𝑅𝐿 = 𝐶𝑚𝑎𝑥  + 𝑑 − 2𝑝𝜎(1). 

Where 𝑝𝜎(1) is the largest processing time in the schedule 𝜎, and no matter for other jobs how 

they arranged. 

Proof: From case (4.4) for the BCMSP-ER, we prove that: 

(𝐸𝑚𝑎𝑥, 𝑅𝐿) = (𝑑 − 𝑝𝜎(1), 𝐶𝑚𝑎𝑥 − 𝑝𝜎(1)) 

Then for BOMSP-EPR, we obtain: 

Therefore, 𝐸𝑚𝑎𝑥+𝑅𝐿 = 𝐶𝑚𝑎𝑥  + 𝑑 − 2𝑝𝜎(1) ∙                                                                          

 

Remark (4): For BOMSP-EPR, from case (6.6), notice that there is no effect on the 

arrangement of other jobs of (𝑗), 𝑗 = 2, … , 𝑛, so we have (𝑛 − 1)! sequences that give the 

optimal solution.  

 

Case (6.5): For BOMSP-EPR, if there are some jobs with 𝑑𝑗 ≥ 𝐶𝑚𝑎𝑥, then there is a chance to 

obtain the optimal solution if this (these) job(s) is (are)arranged last. 
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Case (6.6): For BOMSP-EPR, if 𝑝𝑗 = 𝑝 and 𝑑𝑗 = 𝑑 ∀𝑗, Then there exits an optimal solution 

with n! sequences with the following constant objective functions: 

 

a. 𝐸𝑚𝑎𝑥 + 𝑅𝐿 = 𝑑 + (𝑛 − 2)𝑝 if all jobs are early. 

b. 𝐸𝑚𝑎𝑥+ 𝑅𝐿 = (𝑛 − 1)𝑝 if all jobs are late.  

  

Proof: From case (4.6) of BCMSP-ER: 
 

(a). If all jobs are early, this means we have: 
(𝐸𝑚𝑎𝑥, 𝑅𝐿)  = (𝑑 − 𝑝, (𝑛 − 1)𝑝). 
 So for the problem (𝐸𝑅1), we obtain: 

 

𝐸𝑚𝑎𝑥 + 𝑅𝐿  = 𝑑 + (𝑛 − 2)𝑝. 
 

(b). If all jobs are late (except the first job), this means 𝑑 = 𝑝, then from relations (7) and 

(8), then: 

𝐸𝑚𝑎𝑥 + 𝑅𝐿 = 0 + (𝑛 − 1)𝑝 = (𝑛 − 1)𝑝                                                                   

 

Example (1): Table -1 shows the results of applying the cases of BCMSP-ER and BOMSP-

EPR using different examples for 𝑛 = 4. 

 

Table 1: Results of applying the cases of BCMSP-ER and BOMSP-EPR for 𝑛 = 4. 

Case 𝒑𝒋 and 𝒅𝒋 Conditions Results Values 

BCMSP-ER BOMSP-EPR 

1 𝑝𝑗 = 6  1  9  5 

𝑑𝑗 =11 13 25 27 

EDD = MST ES OS (9,4)=13 

2 𝑝𝑗 =8  7  2  1 

𝑑𝑗 =8 15 17 27 

All jobs are late 1//𝐿𝑚𝑎𝑥  (9,9)=18 

3 𝑝𝑗 = 10, 

𝑑𝑗 =20 12 26 29 

𝑝 = 𝑝𝑗 , ∀𝑗 solved by 𝐸𝐷𝐷 rule (3,14)=17 

4 𝑝𝑗 =  9 10  2 10 

𝑑𝑗 = 10, 

𝑑 = 𝑑𝑗 , ∀𝑗 ES 

(𝑑 − 𝑝𝜎(1), 𝐶𝑚𝑎𝑥

− 𝑝𝜎(1)) 

 𝑝𝜎(1) is the largest 𝑝𝑗 

OS 

𝐶𝑚𝑎𝑥 + 𝑑
− 2𝑝𝜎(1) 

 𝑝𝜎(1) is the 

largest 𝑝𝑗 

(0,21)=21 

5 𝑝𝑗 =  6  3  5  2 

𝑑𝑗 = 15 17 12 10 

𝑑2 ≥ 𝐶𝑚𝑎𝑥  ES if job 𝑑2 arranged 

last 

OS if job 𝑑2 

arranged last 

(7,6)=13 

6 𝑝𝑗 = 5, 

𝑑𝑗 = 21 

𝑝 = 𝑝𝑗 , ∀𝑗 

𝑑 = 𝑑𝑗 , ∀𝑗 

all jobs are early 

(𝑑 − 𝑝, (𝑛 − 1)𝑝) 𝑑 + (𝑛 − 2)𝑝 (16,15)=31 

𝑝𝑗 = 5 

𝑑𝑗 = 5 

𝑝 = 𝑝𝑗 , ∀𝑗 

𝑑 = 𝑑𝑗 , ∀𝑗 

all jobs are late 

(except 1st job) 

(0, (𝑛 − 1)𝑝) (𝑛 − 1)𝑝 (0,15)=15 

Where ES and OS are an efficient and optimal solutions respectively. 

 

7. Dominance Rules for BCMSP-ER and BOMSP-EPR 

     To shorten the current sequence, many dominance rules may be used (DRs). Because DRs 

typically clarify some (all) parts of the path to achieving an acceptable limit for the objective 

function, they could be useful when figuring out a node in the BAB procedure that can be 

dismissed before determining the lower bound (LB). Obviously, DRs are extremely effective 
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when an endpoint may be neglected despite having a suboptimal LB. DRs can be used in the 

BAB strategy to reduce all nodes that are also controlled by others. As a result of these 

improvements, the required number of nodes to reach the best solution is significantly reduced 

[10]. 

Definition (4) [13]: If 𝐺 is a graph with n vertices, then the adjacency matrix of 𝐺 is the matrix 

𝑨(𝑮) = [𝒂𝒊𝒋], whose 𝑖𝑡ℎand 𝑗𝑡ℎ component are 1 if there exists at least one edge between 𝑉𝑖 

and 𝑉𝑗 and zero otherwise, where: 

𝑎𝑖𝑗 = {

0,   if  𝑖 = 𝑗 or 𝑗 ↛ 𝑖,
1,                  if 𝑖 → 𝑗,
𝑎𝑖𝑗 and �̅�𝑖𝑗,    𝑖 ⟷ 𝑗.

 

Remark (5) [13]: To see that 𝑖 → 𝑗 for a problem 1//𝐸𝑚𝑎𝑥 if 𝑝𝑖 ≤ 𝑝𝑗 and 𝑠𝑖 ≤ 𝑠𝑗 , then we 

obtain the optimal solution. 

 

Example (2): For the BCMSP-ER, suppose we have the following data for = 5: 

 

 1 2 3 4 5 

𝒑𝒋 7 9 6 8 10 

𝒅𝒋 15 20 12 18 17 

𝒔𝒋 8 11 6 10 7 

 

By using Remark (4) rule, we obtain the DR's which is mentioned in Figure -1. 

 

 
 

Figure 1:  the DRs of example (2). 

 

8. New Solving Techniques for BCMSP-ER and BOMSP-EPR 

     Throughout this section, we will recommend applying the exact methods such as the 

complete enumeration method (CEM) and constructing the Branch and Bound method (BAB) 

as well as suggest new heuristic methods for the two problems. 

 

8.1 Branch and Bound Method for BCMSP-ER and BOMSP-EPR 

     The BAB method is an exact method for finding an optimal solution to an NP-hard problem. 

To minimize an objective function for a particular scheduling problem.  

Before we discuss the BAB method, we have to define the upper bound (UB) and lower bound 

(LB) for using BAB to solve the two problems. 

For UB, we suggest using the SPT rule, while for LB we use the EDD or MST rule for the 

unsequenced art, so we denote the BAB by BAB(Rule) technique. In this technique, we use the 

classical BAB(Rule) to determine a set of the Pareto optimal solutions for BCMSP-ER and the 

optimal solution for BOMSP-EPR. The BAB (Rule) steps are given as follows: 

 

Algorithm (1): BAB(Rule) Algorithm 

Step (1): INPUT n,  𝑝𝑗 and  𝑑𝑗  for 𝑗 = 1,2, … , 𝑛, and Rule="MST" or "EDD". 

Step (2): SET 𝑆 =  ∅, define 𝐹(𝜎) = (𝐸𝑚𝑎𝑥(𝜎), 𝑅𝐿(𝜎)) for any 𝜎. 

1

1

4

4 
2

2

5

5
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Step (3): Determine the S=UB by 𝜎 = SPT rule. For this order 𝜎, compute  𝐹(𝜎), and set the 

UB = 𝐹(𝜎) at the parent node of the search tree. 

Step (4): 𝑖 = 𝑖 + 1, in level i, for every node in the search tree and for every sequence of jobs , 

compute a 𝐿𝐵() as follows: 𝐿𝐵() = cost of sequence jobs() for the objective functions + 

cost of unsequenced jobs obtained by sequence the jobs in just one Rule (EDD or MST) in one 

time. 

Step(5):Check that if  is dominated UB, then 𝑆 = 𝑆⋃{}, and branch from this node, if its not  

Step(6): When finishing each node, check the efficient (optimal) solution 𝑆, say 𝑆′ s.t. 𝑆′ ⊆ 𝑆. 

Step(7): Change 𝑈𝐵 = 𝑆′. 
Step(8): GOTO Step(4) until finishing checking all levels (𝑖 = 𝑛). 
Step(9): Calculate 𝑂𝑖 = 𝐹({𝑆′}), for 𝑖 = 1, … , 𝑘 (𝑘 number of the efficient point). 

Step(10): Stop. 

 

8.2 Heuristic Methods for BCMSP-ER and BOMSP-EPR 

     The CEM and BAB(Rule) take a long time to obtain an efficient (optimal) solution and have 

failed to find this solution for big problems. So we should use heuristic methods to find good 

solutions. In this section, we propose two heuristics for solving BCMSP-ER and BOMSP-EPR. 

 

First Algorithm: MST-SPT-ERL Method 

     The summary of this method is using MST and calculating the objective function of the two 

problems, and then putting the second job in the first place and the other jobs still arranged by 

MST rule and calculating the objective function for the second arrangement, and so on until we 

obtain 𝑛 sequences, then we re-use the same technique for SPT rule to obtain 𝑛 sequences, so 

in the end, we have 2𝑛 sequences. We filter them to obtain the most efficient (optimal) 

solution(s). Algorithm (3) shows the MST-SPT-ERL's steps. 

 

Algorithm (2): MST-SPT-ERL Method 

Step (1): INPUT 𝑛 , 𝑝𝑗 and 𝑑𝑗  for  𝑗 = 1,2, … , 𝑛, 𝛿 = 𝜑. 

Step (2): Organize jobs according to MST rule (𝜎1), and determine, 𝐹11(𝜎1); 𝛿 = 𝛿 ∪
{𝐹11(𝜎1)} ∙ 
Step (3): The rest 𝑖 = 2, … , 𝑛, move job 𝑖 to the first place of 𝜎𝑖−1 to gain 𝜎𝑖  and determine 

𝐹1𝑖(𝜎𝑖); 𝜹 = 𝜹 ∪ {𝐹1𝑖(𝜎𝑖)} .         

Step (4): Organize jobs according to SPT rule (𝜋1) ,and determine 𝐹21(𝜋1); 𝛿 = 𝛿 ∪ {𝐹21(𝜋1)}. 

Step (5): The rest 𝑖 = 2, … , 𝑛, move job 𝑖 to the first place of 𝜋𝑖−1 to gain 𝜋𝑖 and determine 

𝐹2𝑖(𝜋1𝑖); 𝛿 = 𝛿 ∪ {𝐹2𝑖(𝜋𝑖)}. 

Step (6): Classifier the set 𝛿 to gain a collection of efficient (optimal) solution(s) for BCMSP-

ER (BOMSP-EPR). 

Step (7): OUTPUT The set of efficient solution 𝛿 or optimal solution.  

Step (8): STOP.  

 

     The idea of the second heuristic method is summarized by finding a sequence sort with 

minimum 𝑠𝑗 and 𝑝𝑗 which does not contradict DR and calculate the objective function, The 

main steps of DR-ERL are as follows: 

 

     The second heuristic approach is outlined by determining the objective function and 

discovering an array sort with lower limit 𝑠𝑗 and 𝑝𝑗 that does not disagree with DR. Algorithm 

(3) shows the DR-ERL's steps. 
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Algorithm (3): DR-ERL Heuristic Method 

Step (1): INPUT: 𝑛,  𝑝𝑗 and 𝑑𝑗  for  𝑗 = 1,2, … , 𝑛, 𝛿 = 𝜑. 

Step (2): Apply remark (4) to determine the matrix 𝐴 of DR; 𝑁 = {1,2, … , 𝑛}, 𝛿 = 𝜑. 
Step (3): Determine the lowest 𝜎1 with minimum 𝑝𝑗 which does not contradict matrix A (DR), 

if there exists more than one job choose arbitrary, 𝛿 = 𝛿 ∪ {𝜎1}. 
 Step (4): Determine the lowest 𝜎2 with minimum 𝑠𝑗 which is not contradiction with matrix A 

(DR), if there exists more than one job choose arbitrary, 𝛿 = 𝛿 ∪ {𝜎2}. 
Step (5): Classifier the set  𝛿. 

Step (6): Determine 𝐹(𝛿). 

Step (7): OUTPUT the set of efficient (optimal) solution 𝛿. 

Step (8): End. 

 

9. Applying Solving Techniques for BCMSP-ER and BOMSP-EPR 

We generate the values of 𝑝𝑗  and 𝑑𝑗 for all example randomly s.t. 𝑝𝑗 ∈ [1,10] and 

 𝑑𝑗 ∈ {

[1,30],        1 ≤ 𝑛 ≤ 29.  
[1,40],     30 ≤ 𝑛 ≤ 99.   
[1,50],   100 ≤ 𝑛 ≤ 999.
[1,70],        otherwise.     

 

Under an important condition that 𝑑𝑗 ≥ 𝑝𝑗  [14], for 𝑗 = 1,2, . . . , 𝑛. 

Now we introduce the following important abbreviations: 

𝐸𝑥 : Example Number. 

𝐴𝑣 : Average. 

𝐴𝐴𝐸 : Average Absolute Error. 

𝐴𝑇/𝑆 : Average of Time per second. 

𝐴𝑣 : Average. 

𝑅 : 0 < Real < 1. 

𝐹 : Objective Function value for BCMSP-ER. 

𝐹1 : Objective Function value for BOMSP-EPR.   

 

Each example of 𝑛 is revered for 5 experiments. 

Table 2 Shows the comparison results between BAB(MST) and BAB(EDD) with CEM for 𝑛 =
4: 11 for the two problems. 

 

Table 2: The comparison results between BAB(MST) and BAB(EDD) with CEM for 𝑛 = 4: 11 

for the two problems. 

n CEM BAB(MST) BAB(EDD) 

F F1 𝑨𝑻/𝑺 F F1 𝑨𝑻
/𝑺 

AAE F F1 𝑨𝑻
/𝑺 

AAE 

4 (9.2,9) 18.2 R (9.2,9) 18.2 R 0 (9.2,9) 18.2 R 0 

5 (5.8,14.2) 20 R (5.8,14.8) 20.6 R 0.6 (5.8,14.2) 20 R 0 

6 (5.6,17.2) 22.8 R (5.6,17.2) 22.8 R 0 (5.6,17.2) 22.8 R 0 

7 (6.4,18.2) 24.6 R (6.4,18.6) 25 R 0.4 (6.4,18.2) 24.6 R 0 

8 (3.6,18.6) 22.2 R (3.6,19.4) 23 R 0.8 (3.6,18.6) 22.2 R 0 

9 (3.4,20) 23.4 6.8 (3.4,20.6) 24 R 0.6 (3.4,20) 23.4 R 0 

10 (2.4,33) 35.4 85.5 (2.4,33.2) 35.6 R 1.2 (2.4,33) 35.4 R 0 

11 (6,37.4) 43.4 1010.1 (6,37.8) 43.8 R 0.4 (6,37.4) 43.4 R 0 

Av (5.3,20.9) 26.2 137.8 (5.3,21.3) 26.6 R 0.5 (4.9,20.9) 26.2 R 0 
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Table 3 shows the comparison results between BAB(MST) with BAB(EDD) for 𝑛 =
20: 10: 110 for the two problems. 

 

Table 3: Comparison results between BAB(MST) and BAB(EDD) for 𝑛 = 20: 10: 110 

for the two problems. 

n BAB(MST) BAB(EDD) 

F F1 𝑨𝑻/𝑺 F F1 𝑨𝑻/𝑺 

20 (3.2,89.6) 92.8 R (2.8,89.2) 92 R 

30 (2.8,127.8) 130.6 2.2 (2.8,127.8) 130.6 2.3 

40 (1.6,194.6) 196.2 4.1 (1.6,194.2) 195.8 4.4 

50 (2,233.8) 235.8 9.5 (2,233.6) 235.6 9.5 

60 (1,294.8) 295.8 19.7 (1,294.8) 295.8 16.5 

70 (2,350.4) 352.4 30.4 (2,350.2) 352.2 20.4 

80 (1,399) 400 35.7 (1,399) 400 27.6 

90 (1.2,469.8) 471 73.4 (1.2,469.6) 470.8 68.6 

100 (0.8,505.2) 506 167.8 (0.8,505.2) 506 145.9 

110 (1.4,573.8) 575.2 301.1 (1.4,573.6) 575 173.4 

Av (1.7,323.8) 325.5 64.39 (1.6,323.7) 325.3 46.8 

 

Remark (6): 

• The BAB(Rule) is solved BCMSP-ER up to  𝑛 = 110  in a reasonable time.  

• From tables (2) and (3), we notice that the result of applying BAB(EDD) is closer to CEM 

than BAB(MST), so it will be used to compare with other solving techniques. 

Table -4 shows the comparison results between MST-SPT-ERL and DR-ERL with CEM for 

𝑛 = 4: 11 for the two problems. 

 

Table 4: Comparison results between MST-SPT-ERL and DR-ERL with CEM for 𝑛 = 4: 11 

for the two problems. 

n 
CEM(F) MST-SPT-ERL DR-ERL 

F F1 𝑻/𝑺 F F1 𝑻/𝑺 AAE F F1 𝑻/𝑺 AAE 

4 (9.2,9) 18.2 R (9.2,9) 18.2 R 0 (9.8,9.6) 19.4 R 1.2 

5 (5.8,14.2) 20 R (5.8,15) 20.8 R 0.8 (7.8,16.2) 24 R 4 

6 (5.6,17.2) 22.8 R (5.6,18) 23.6 R 0.8 (6.4,18) 24.4 R 1.6 

7 (6.4,18.2) 24.6 R (6.4,19.4) 25.8 R 1.2 (9.6,21.4) 31 R 6.4 

8 (3.6,18.6) 22.2 R (3.6,19.8) 23.4 R 1.2 (8.2,23.2) 31.4 R 9.2 

9 (3.4,20) 23.4 6.8 (3.4,21.8) 25.2 R 1.8 (4.4,21) 25.4 R 2 

10 (3,33.6) 36.6 74.2 (2.4,33.4) 35.8 R 0.8 (5.4,36) 41.4 R 4.8 

11 (6,37.4) 43.4 920.01 (6,38.6) 44.6 R 1.2 (7.2,38.6) 45.8 R 2.4 

Av (5.3,21.02) 26.4 125.1 (5.3,21.8) 27.1 R 0.9 (7.3,23) 30.3 R 3.9 

 

Table 5 shows the comparison results between MST-SPT-ERL and DR-ERL with BAB(EDD) 

for 𝑛 = 30: 20: 110 for the two problems. 
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Table 5: Comparison results between MST-SPT-ERL and DR-ERL with BAB(EDD) for 𝑛 =
30: 20: 110 for the two problems. 

n 
BAB(F,EDD) MST-SPT-ERL DR-ERL 

F F1 𝑻/𝑺 F F1 𝑻/𝑺 AAE F F1 𝑻/𝑺 AAE 

30 (2.8,127.8) 130.6 2.8 (2.8,129.4) 132.2 R 1.6 (4.8,129.8) 134.6 R 4 

50 (2,233.6) 235.6 10.4 (2,235.4) 237.4 R 1.8 (5.6,237.2) 242.8 R 7.2 

70 (2,350.2) 352.2 19.9 (2,351) 353 R 0.8 (5.2,353.4) 358.6 R 6.4 

90 (1.2,469.6) 470.8 70.2 (1.2,470.4) 471.6 R 0.8 (7.8,476.2) 484 R 132 

110 (1.4,573.6) 575 170.4 (1.4,574.6) 576 R 1 (6,578.2) 584.2 R 9.2 

Av (1.8,350.9) 352.8 54.7 (1.8,352.1) 354 R 1.2 (5.8,354.9) 360.8 R 31.7 

 

Table 6 shows the comparison results between MST-SPT-ERL with DR-ERL for 𝑛 =
20, 50,100,300,500,1000,2000,5000 for the two problems. 

 

Table 6: Comparison results between MST-SPT-ERL with DR-ERL for 

𝑛 = 20, 50,100,300,500,1000,2000,5000 for the two problems. 

n 
MST-SPT-ERL DR-ERL 

F F1 𝑻/𝑺 F F1 𝑻/𝑺 

20 (2.8,90.6) 93.4 R (6,92.4) 98.4 R 

50 (2,235.4) 237.4 R (5.6,237.2) 242.8 R 

100 (0.8,505.6) 506.4 R (6.8,511.2) 518 R 

300 (1,1620.4) 1621.4 2.2 (7.8,1627.2) 1635 R 

500 (0.2,2680.6) 2680.8 14.5 (8.4,2688) 2696.4 2.4 

1000 (0.2,5435.6) 5435.8 15.5 (8.8,5444.2) 5453 9.7 

2000 (0,10969.8) 10969.8 122.8 (9,10978.8) 10987.8 46.1 

5000 (0,27395.8) 27395.8 1831.6 (9,27404.8) 27413.8 429.1 

Av (0.8,6116.7) 6117.6 256.5 (7.6,6122.9) 6130.6 60.9 

 

10. Analysis and Discussions Process for BCMSP-ER AND BOMSP-EPR 

1- From applying the BAB method, we notice that the EDD rule is more efficient in rewarding 

of efficient solution (optimal) and better CPU-time than MST rule although MST rule is useful 

for the function 𝐸𝑚𝑎𝑥 (see tables (2) and (3)). 

2- The proposed approximate method proved their efficiency by obtaining good results for the 

two problems (see tables (4) and (5)). 

3- From table (6), we see that the heuristic method MST-SPTERL is better than the heuristic 

DR-ERL. 

 

  11. Conclusions and Recommendations 

1- From the above tables, for 99% of the results, we see that the number of efficient solutions 

is (1), except for the state when 𝐸𝑚𝑎𝑥(MST) < 𝐸𝑚𝑎𝑥(EDD), 𝑅𝐿(MST) >
𝑅𝐿(EDD) and 𝐿𝑚𝑎𝑥(MST) > 𝐿𝑚𝑎𝑥(EDD), it may give two efficient solutions. 

2- Through the previous aspect, since the efficient solution is almost unique, it represents the 

optimal solution to the BOMSP-EPR, so the proposed exact and approximate solution methods 

are applied to the BCMSP-ER only. 

3- From relation (2), we have a linear relation between 𝑅𝐿 and 𝐸𝑚𝑎𝑥 and 𝑅𝐿 ≥ 𝐸𝑚𝑎𝑥 (unless 

𝐿𝑚𝑎𝑥 < 0) this means when 𝐿𝑚𝑎𝑥 is fixed, any increasing (decreasing) in 𝐸𝑚𝑎𝑥 means 

increasing (decreasing) in 𝑅𝐿 and vice versa. 
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4- As a special case, If 𝑝𝑗 = 𝑑𝑗 = 𝑝, ∀𝑗, then 𝑑𝑗 has no effect on the efficient (optimal) solution 

of BCMSP-ER (BOMSP-EPR). 

5- We suggest using the local search methods to solve the two BCMSP-ER and BOMSP-EPR. 
6- We propose to add the release date (𝑟𝑗) or/and setup time  (𝑆𝑓) constraint to our problems to 

obtain new problems and suggesting new solving methods, like: 

1/𝑟𝑗/(𝐸𝑚𝑎𝑥, 𝑅𝐿) and 1/𝑆𝑓/(𝐸𝑚𝑎𝑥, 𝑅𝐿). 

7- As future work, we suggesting studying new MSP like:1//(𝑇𝑚𝑎𝑥, 𝑅𝐿),  

1//(𝐸𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥) and 1//(𝐸𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑅𝐿). 
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