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Abstract 

   Although deep learning-based object detection has produced excellent 

performance, there are still many issues with images from real-world capture, 

including rotating jitter, blurring, and noise deletion. The impact of these issues on 

object detection is significant. The main goal of this paper is to develop a real-time 

“You Only Look Once” (YOLOv3) algorithm to detect traffic signs. Compared to all 

other object detection algorithms, the YOLO method has a number of benefits. In 

contrast to different algorithms, YOLO looks at the image entirely by making 

predictions of the bounding boxes utilizing a convolutional neural network (CNN), 

determining the probability of each class for these boxes, and detecting the image 

more quickly. The proposed method applies a single neural network to the entire 

image. Then this network divides that image into regions, which provide the 

bounding boxes and also predict probabilities for each region. These generated 

bounding boxes are weighted by the predicted probabilities. The proposed method 

achieves 99% accuracy in the detection process. 
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YOLOv3 الكشف عن إشارات المرور باستخدام  
  

 ضرغام فاضل عبد العباس  ، مثيل عماد الدين عبد المنعم 
  قسم علوم  الحاسوب،  الجامعة التكنولوجية، بغداد، العراق  

 
 الخلاصة 

على الرغم من أن اكتشاف الكائن المستند إلى التعلم العميق قد أنتج أداءً جيدًا للغاية، إلا أنه لا تزال هناك      
العديد من المشكلات المتعلقة بالصور من الالتقاط في العالم الحقيقي، بما في ذلك الاهتزاز المتناوب والتشويش  
العثور على   الرئيسي هو  الهدف  كبير.  الكائن  اكتشاف  المشكلات على  تأثير هذه  إلى ذلك.  وما  والضوضاء 

بالمقارنة مع جميع خوارزميات اكتشاف   .You Only Look Once (YOLO) إستراتيجية  باستعمالالأشياء  
 YOLO لها عدد من الفوائد. على عكس الخوارزميات المختلفة، ينظر YOLO الكائنات الأخرى، فإن طريقة 

المحيطة   بالمربعات  التنبؤ  خلال  من  بالكامل  الصورة  تلافيفيه  باستعمالإلى  عصبية  تحدد   (CNN) شبكة 
 -Fastو CNN احتمالية كل فئة لهذه الصناديق واكتشاف الصورة بسرعة أكبر. الخوارزميات الأخرى، مثل 
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CNN   تفعل ذلك. في هذا البحث، تم تطوير خوارزميةلا yolov3   .في الوقت الفعلي لاكتشاف إشارات المرور
 .٪99يحقق النظام المقترح دقة تصل إلى 

 

1. Introduction 

       Computers are used in computer vision (CV) to process and comprehend images and 

videos. Among the many tasks that fall under the category of computer vision is object 

detection, which is utilized to identify objects in images or videos [1], [2], and [3]. Self-

driving cars, face recognition, car plate recognition, and applications that help the blind and 

visually impaired identify objects in their environment are just a few examples of the many 

uses for object detection [4]. YOLO, CNN, region-based convolutional neural networks (R-

CNN), and other algorithms are among those used for object detection [5].  

 

    The algorithm, YOLOv3, is a quick and precise method to find objects. A neural network 

output processing algorithm and a CNN make up YOLOv3 [6]. Deep neural networks, such as 

the CNN, are comparable to the human visual cortex. In the CNN, there is a single input 

layer, possibly more hidden layers, and a single outcome layer [7]. The images are initially 

fed into the neural network through the CNN's input layer. The input layer has exactly as 

many neurons as there are features. Convolutional, activation, pooling, and fully connected 

layers make up the hidden layer. At least a feature map is produced by the CNN's one 

convolution layer by computing the dot product between the connected region of the input 

and the weights. Based on the convolutional layer and the activation layer together, the 

training process is sped up by eliminating the negative values. The feature map is then 

simplified by utilizing the pooling layer to down-sample (or pool) the activation layer's output 

[8]. A fully connected layer is used to connect these layers' output. The fully connected layer, 

which has all the labels that need to be classified, is a one-dimensional layer that generates 

scores for each classification label. The output layer, which is the final layer of the CNN, has 

an equal number of classes and neurons [9], [10], [11], and [12]. The CNN structure is shown 

in Figure 1. 

 

 
Figure 1: The CNN structure [10]. 

 

      The remaining portion of this article is organized as follows: A brief history of the studies 

related to the suggested strategy is given in Section 2. The proposed object detection system is 
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described in Section 3. The deep neural network's training procedure is depicted in Section 4. 

Section 5 presents the experimental findings and discusses the suggested approach. Finally, 

the conclusions are provided in Section 6. 

 

2. Literature Review 

       There have been numerous attempts to use deep learning algorithms like YOLO, RCNN, 

and CNN, to name a few, to detect and recognize objects. In this study, a research review is 

carried out to comprehend a few of these algorithms [13].  

 

      Using CNN and the Custom dataset, a model for showing diabetic retinopathy from 

images of the retina was developed by R. Parmar et al. (2017). Accuracy was 85% [14]. 

YOLOv3 with the Berkley Deep Drive dataset was used in the implementation of a system by 

Aleksa Corovi et al. (2018) for detecting traffic participants. The system can recognize five 

different object classes in various driving situations, including trucks, cars, traffic signs, 

pedestrians, and traffic lights, in constant lighting conditions, achieving an accuracy of 63% 

[15]. The Geetha Neravati et al. 2022 accuracy achieved was 98%, and they discovered that 

eight seconds were needed to detect the objects for each frame [16].  

           

      A system for sign language translation was developed by Azher Atallah et al. in 2020. A 

custom dataset and CNN with TensorFlow were employed. In the proposed system, a voice is 

created from the sign language. Forty hand gestures were classified, achieving an accuracy of 

98% [17]. To assist blind people, Sunit Vaidya et al. 2020 improved an Android application 

and a web application for object detection. In the proposed system, the YOLOv3 and Coco 

datasets were employed. The maximum accuracy, according to the authors, was 89% for web 

applications and 85.5% for mobile devices. Two seconds were needed to detect each object, 

and this time grew longer as the number of objects increased [18]. An object detection model 

was put into practice in optical remote sensing images by A. S. Mahmoud et al. in 2020. 

Datasets from the NWPU-VHR-10 and Mask RCNN were used. Ten different object types 

can be detected by the model. The maximum accuracy was 95%, and 7.1 seconds were 

needed for detection [19]. Raspberry Pi, YOLOv3, and the Coco dataset were used by Shifa 

Shaikh et al. (2020) to implement an object detection system. For a person, a chair, a clock, 

and a cell phone, the accuracy was 100%, and the general performance accuracy was 95% 

[20]. 

 

       In previous studies, several CNN algorithms were used for object detection and 

classification. The speed and accuracy were not sufficient for a real-time procedure for traffic 

sign detection and classification, and a dataset was used in non-multiple lighting conditions. 

In this regard, the custom dataset in different lighting conditions is used with YOLOv3 in our 

demo, which achieved higher accuracy compared to previous works, achieving an accuracy 

rate of 99% for detecting and identifying objects.   

 

3. The Proposed Method 

    In this article, a suggested object detection method is presented. In this article, the proposed 

object detection method is introduced. For object detection and identification, the proposed 

method is based on YOLOv3, depending on the custom dataset of traffic signs that are 

divided into four categories: speed limit, yield, mandatory, and others. Objects within each 

image are identified and defined by YOLOv3. The proposed object detection method steps are 

depicted in Figure 2. 
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Figure 2: The proposed method flowchart 

 

The proposed method uses the following steps to detect the objects: 

• The webcam is operated in the first step in order to take the frames (images) . 

• In the second step, each frame is resized to 416 x 416 . 

• The third step is to determine whether there are any objects in the image. YOLOv3 will     

identify objects based on the weight file. The next frame is selected if the current frame is 

empty of objects. The weight file is produced during the training operation . 

• In the fourth step, when YOLOv3 detects an object, it will create a boundary box around 

it. 
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The algorithm for the proposed object detection is shown in Algorithm (1). 

Algorithm (1): The proposed object detection 

Input: Video sequence.  

Output: Object surrounded by boundary box. 

Process: 

Step 1: Open camera and frame extraction. 

Step 2: Resize frames to 416x416.  

Step 3: IF (object is detected) 

 

YOLOv3 identify the objects and surround by a bounding box. 

Else 

The next frame is selected. 

End IF 

Step5: End. 

3.1. The Using of You Only Look Once (YOLOv3) 

    CNN and an algorithm for handling network outputs make up YOLOv3, which is a real-

time, multiple-object, and quick method. It performs better than the other algorithms due to its 

high processing capacity. In particular, a single CNN is applied by YOLOv3 to the entire 

image, which is then divided into an S × S grid. The bounding boxes are predicted, and the 

likelihoods for these boxes are discovered. The Yolov3 has 106 layers in total. At three 

different scales, the objects are detectable (large, medium, and small). Figure 3 presents the 

stages of YOLOv3. 

 

 
Figure 3: The Yolov3 structure 

 

The following is how the YOLOv3 algorithm operates: 

    The YOLOv3 first takes a frame from the webcam, resizes it to 416 x 416, and examines it 

to look for any objects. The image is then divided into several grids, each of which is S x S in 

size, and each grid may contain one or more objects. Within each grid, a bounding box must 
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surround these objects. As shown in Figure 4, there could be a number of boundary boxes for 

every grid. 

 
Figure 4: Anchor Boxes 

• There are five values for each bounding box prediction: x, y, w, h, and confidence. The 

center of the box is depicted as follows: (x, y). W stands for the box's width, while h stands 

for its height. The range of x, y, w, and h values is zero or one. Although there are three class 

probabilities for each cell, only one is predicted for each cell. The last prediction has the form 

S * S * (B × 5 + C). B is the number of bounding boxes a cell on the feature map can predict, 

and C is the number of classes. Figure 5 illustrates that just one object can be found in each 

grid cell. 

• Depending on the predicted bounding boxes versus the probability of C classes, a 

confidence score (40% or higher) is provided. No projections are made for the predictions 

with invalid confidence scores. 

 

 
Figure 5: Anchor Boxes 

 

• Each grid cell can only recognize one object. As a result, YOLOv3 makes use of an 

anchor region to find a variety of things. Take a look at the image in Figure 4. In this picture, 

the midpoints of the person and the vehicle are inside the same grid cell. Therefore, an anchor 

frame was employed. The two anchor boxes for these items are indicated by the purple grid 

cells. One image can be used to detect numerous objects using any number of anchor boxes. 

There are two anchor circles in this image. 

• The grid containing the object's center point is chosen if the same object appears in two 

or more grid cells. Non-Max Suppression (NMS) and Intersection over Union (IoU) are two 
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strategies to resolve the issue of multiple bounding boxes generated around the objects. When 

the intersection over union value is equal to or higher than a threshold value, the prediction 

made using the IoU method is accurate. The threshold value is the lowest similarity ratio 

between the expected bounding box and the real bounding box in the proposed method. 

According to the experiments, the threshold value was 0.90. As the threshold value is raised, 

the accuracy will rise. The NMS takes the boxes with a good (high) probability and 

suppresses the boxes with a large IoU. This procedure is followed until the box is chosen, at 

which point it serves as the object's bounding box; see Figure 6. 

 

 
Figure 6: The intersection over union (IoU) 

 

    Each object detected in the image has a bounding box after applying the NMS method. The 

five values for all bounding boxes are x, y, w, h, and confidence. The algorithm for the 

proposed traffic sign prediction is shown in Algorithm (2). 

 

Algorithm (2): yolov3 algorithm to detect traffic signs.  

Input: MP4 Video.  

Output: Traffic signs detected.  

Process:  

Step 1: Open camera. 

Step 2: Single frame extraction. 

Step 3: Scale frame to 416 x 416.  

Step 4: The convolutional neural network is used to detect objects. 

Step 5: Outputs’ filtration (non max suppression). 

Step 6: Determining the locations of objects. 

Step 7: End.   

 

3.2. The Training Process 

    On the GPU of Google Colab, the proposed neural network's training method was carried 

out. The steps of the training process are listed below.  

Step One: A collection of high-resolution, various-sized RGB images is collected. 

Step Two: Each object in the image was given a label using LabelImg. An application called 

LabelImg is used to give a label to each item in an image. 

Step Three: The prepared dataset is prepared for neural network training. 250 color images 

make up the dataset, which was divided into two groups. 90% of the total images make up the 
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first group, which serves as training images, and the remaining 10%, or the testing images, 

make up the second group. On Google Colab, the training process was carried out, and it took 

about four hours. The neural network underwent 8,000 iterations of training. 

Step Four: As the final result of the training process, the weights file is created. 

The figure below presents the flowchart of the training steps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Training process in the proposed method 

 

4. Results and Analysis 

       YOLOv3 is a fast and accurate algorithm used to achieve good accuracy and high speed. 

The proposed method can be applied to the traffic sign and can detect multiple objects. In 

addition, it can detect objects even if the distance between them and the webcam is greater 

than ten meters. Python version 10 was used to implement the code on a HP laptop with an 

Intel Core i7 and 8565U clocked at 1.99 GHz. The detection time on this computer was 1.5 

seconds. The method can detect four traffic sign categories. Performance was evaluated on the 

basis of intersection over Union, the mean average precision (mAP), recall (R), precision (P), 

and F-score (F) measures. These measures can be defined as follows [21] [22]: 

True positive (TP) is the number of correctly detected objects. False positive (FP) is the 

number of incorrect detections. False negative (FN) is the number of missed detections. 

• Precision  

Precision measures how accurate your predictions are. It is calculated as: 

The number of true positives (TP) divided by the sum of true positives (TP) and false 

positives (FP), as given in Eq. (1), 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                            (1) 

The precision value obtained was 1.00. 

 

 

Dataset is ready for training 

 

Images collection 

Object labelling using LabelImg application 

 

YOLOv3 based on prepared dataset is used to 

begin training  

 

After 8000 iterations, weights file is created 

End 

Start 
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• Recall  

Recall is used to calculate the true predictions from all correctly predicted data. It is 

calculated as the number of true positives (TP) divided by the sum of true positives (TP) and 

false negatives (FN), as illustrated in Eq. (2). 

Recall =  
𝑇𝑃

TP+FN
                                                            (2) 

The recall value obtained was 1.00.  

• F1-score  

The F1-score is the HM (harmonic mean) of precision and recall. The value of the F1-score 

obtained was 1.00.  

 

• Average Intersection over Union (IoU)  

The area of overlapping (intersection) is divided by the area of union between the ground 

truth bounding box and the detection bounding box for a certain threshold. Eq. (3) explains 

the average IoU.  

IoU =   
Area of Intersection

Area of Union
  × 100%                                              (3) 

The average IoU for the proposed system was 87.42%.  

• Mean Average Precision (mAP)  

The mAP is the average of the average precision (AP) calculated for all the classes, as 

indicated in Eq. (4).  

mAP =  
sum of AP for the total classes

no.of total classes
  × 100%                        (4) 

In particular, the mAP for the proposed system was 100%. 

 

        The mean average precision (mAP), which was used to evaluate the performance of the 

proposed system, was 100%. Figure 8 explains the loss and mAP for the proposed method. 

In addition to these metrics, the proposed method's performance was assessed using 

intersection over union, F1-score, recall, and precision. The performance metrics obtained 

from the proposed method are declared in Table 1 and Figure 9. 
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Figure 8: mAP and Loss. 

 
Figure 9: Performance metrics obtained 
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• The Confusion Matrix  

    The confusion matrix is a summary that gives the results of the prediction on the 

classification problem. The numbers of correct and incorrect predictions are summarized with 

counted values and broken down class by class. The confusion matrix shows how your model 

is confused when it makes predictions. It gives us insight not only into the errors being made 

by a classifier but also, more importantly, into the types of errors that are being made, as 

shown in Figure 10. 

 

 
Figure 10: The Confusion Matrix of the Proposed Method 

 

    As shown in Table 1, the classification metrics for all tests are classified with accuracy for 

each type. 

 

Table 1: Classification metric for the yolo model 

Name Of Class Accuracy Precision Recall IoU MAP 

limit_speed 1.00 1.00 1.00 

85% 50% 

yield 1.00 1.00 1.00 

mandatory 1.00 1.00 1.00 

other 1.00 1.00 1.00 

total accuracy 100% 100% 100% 

 

     A comparison between the proposed method and other existing methods was performed to 

reinforce the capability of the proposed method.  The comparison was made with methods 

presented in [14], [15], [16], [17], [18], and [19], as shown in Table 2. 
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Table 2: A comparison between the proposed method and previous works 

Paper Method Accuracy 
Detection 

time 

R. Parmar et al. 2017 [14] 
Detecting diabetic retinopathy from retinal 

images using CUDA deep neural network 
85 % Not Reported 

Aleksa Corovi, et al. 2018 [15] 

YOLOv3 based on Berkley Deep Drive 

dataset 

 

63 % Not Reported 

Geetha Neravati et al. 2022 

[16] 
YOLOv3 based on custom dataset 98 % 8 sec 

Azher Atallah et al. 2020 [17] CNN based on custom dataset 96 % 5 sec 

Sunit Vaidya, et al. 2020 [18] 

 
YOLOv3 based coco dataset 89 % 

2 sec 

 

A. S. Mahmoud et al. 2020 

[19] 

Mask RCNN and NWPU-VHR-10 dataset 

are used 
95 % 7.1 sec 

Our proposed system Yolov3 based on custom dataset 99 % 2 sec 

 

5. Conclusion 

       Many algorithms are used for object detection and recognition, such as YOLO, CNN, 

Fast R-CNN, and R-CNN. For example, in a self-driving car, when it is moving, it needs a 

very fast algorithm that is commensurate with the real time to detect and classify traffic lights. 

In the proposed method, YOLOv3 was used because it is an accurate and fast method that can 

detect and locate a traffic light in real time. The precision of the algorithm improved with 

training on more diverse datasets that cover different weather and lighting conditions. The 

accuracy achieved by the proposed system is 99%. The detection time on the computer was 

two seconds. In the future, the system can be applied to identify the residence plate for cars to 

release traffic violations, as well as identify potholes in the road, and it can also be used to 

make smart glass for the blind. 
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