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Abstract  

       This study focuses on the automatic detection of human actions in video 

streams. The requirement to detect what human activities happen in videos is 

recognition of human action due to significant differences in people's visual and 

motion appearance and actions, camera perspective shifts, moving background, 

occlusions, noise, and a massive amount of video data. The human activity 

recognition challenge involves identifying physical activities carried out by 

individuals or groups based on traces of movements, including gestures, actions, 

interactions, and group activities. The detection of concepts usually requires 

additional annotations for the training dataset.  In this paper, useful methods for 

categorizing human action recognition are discussed. The current models are an 

accurate deep learning method that is based on models that have been changed to be 

more useful.  The large disparities that result from the backdrop and the size of the 

objects have prevented the identification of activities in videos from being fully and 

effectively addressed. The main objective is to achieve better accuracy for the Long 

Short-Term Memory (LSTM) method, which was used to improve the Recurrent 

Neural Networks (RNN) model. In this paper, LSTM is used to come up with 

models for different action recognition tasks. The model was made better by making 

the LSTM have four layers and putting 128 units, 64 units, 32 units, and 16 units in 

each layer, respectively. In addition, the performance evaluation of deep learning-

based approaches has been compared to other related works. Therefore, an improved 

approach to RNN is proposed to recognize human actions. To classify the videos, a 

multilayer RNN with a specific type of LSTM is used to extract features from video 

sequences.  The UCF-101 and UCF Sports human action recognition datasets are 

utilized in this study for both training and assessment. Test findings demonstrate that 

the suggested strategy achieved increased accuracy. Finally, the enhanced RNN 

model's total model accuracy in the UCF-101 dataset is 93.78% and 95.70% for the 

UCF Sport dataset. 

 

Keywords: Accuracy, Action detection, Deep learning, Human action recognition, 

Recurrent neural networks. 
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 الأنشطة البشرية التي تحدث في مقاطع الفيديو هو التعرف على الإجراءات البشرية نظرًا للاختلافات الكبيرة  
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في المظهر المرئي والحركي للأشخاص وأفعالهم ، وتحولات منظور الكاميرا ، والخلفية المتحركة ، والانسدادات  
الفديو. تحدي التعرف على النشاط البشري   بيانات  ، وكمية هائلة من  تحديد الأنشطة  يتضمن  ، والضوضاء 

والإجراءات   الإيماءات  تشمل  والتي  الحركة  آثار  على  بناءً  المجموعات  أو  الأفراد  بها  يقوم  التي  البدنية 
وأنشطة   بيانات  والتفاعلات  لمجموعة  إضافية  توضيحية  تعليقات  عادةً  المفاهيم  اكتشاف  يتطلب  المجموعة. 

التدريب. تصف هذه الورقة الاستراتيجيات العملية لتصنيف التعرف على العمل البشري. النماذج الحالية هي  
تقنية دقيقة للتعلم العميق تعتمد على نماذج مناسبة معدلة. منعت التباينات الكبيرة الناتجة عن الخلفية وحجم  
الأشياء تحديد الأنشطة في مقاطع الفديو من المعالجة الكاملة والفعالة. الهدف الرئيسي هو تحقيق دقة أفضل  

(. تقترح  LSTMطريقة الذاكرة طويلة المدى )   باستعمال(  RNNللنموذج المحسن للشبكات العصبية المتكررة ) 
  LSTM. تم تحسين النموذج بزيادة  LSTM  باستعمال هذه الورقة نماذج لمختلف مهام التعرف على الإجراءات  

لكل خلية على التوالي. بالإضافة    16و    32و    64و    128إلى أربع طبقات وعدد الوحدات في كل طبقة إلى  
إلى ذلك ، تمت مقارنة تقييم أداء المناهج القائمة على التعلم العميق بالأعمال الأخرى ذات الصلة. لذلك ، تم  

متعدد    RNN  استعملللتعرف على الأعمال البشرية. لتصنيف مقاطع الفيديو ،    RNNاقتراح نهج محسن لـ  
مجموعات بيانات التعرف    تستعمللاستخراج الميزات من تسلسلات الفيديو.    LSTMالطبقات بنوع معين من  

البشري   العمل  نتائج    UCF Sportsو    UCF-101على  والتقييم. تظهر  التدريب  لكل من  الدراسة  في هذه 
المحسّن    RNNالاختبار أن الاستراتيجية المقترحة حققت زيادة في دقة الأداء. أخيرًا ، الدقة الإجمالية لنموذج  

 . UCF Sportلمجموعة بيانات  95و  93هي    UCF-101في مجموعة بيانات 
1. Introduction 

     Recognizing human activity is one of automation's most important responsibilities, 

particularly for intelligent applications. For instance, based on action detection, robots’ 

systems in smart homes or intellectual industries might assist or work with people [1].  When 

combined with cyber-physical systems, action recognition has been helpful in various 

applications, including health care [2] and [3]. It has been utilized in cloud computing 

technologies for analyzing social behavior. However, with backdrop clutter and occlusions in 

the actual world, human action recognition is still a long way off [4], especially in 

complicated dynamic systems.   Recognizing human activity in a video is the aim of human 

action recognition (HAR). Human activities have been split into two categories: human-

human contact and human-object interaction. Due to differences in speed, light, partial 

occlusion of individuals, perspective, and the anthropometry of those taking part in the 

numerous exchanges, it is also difficult to recognize human activity.  Some of the recognition 

problems are more directly related to the problem of locating and tracking people in videos. 

However, other people are more focused on locating the action. Human activity recognition 

involves several steps. First, the video data is captured using cameras or other imaging 

devices. Next, the video frames are pre-processed to remove noise and enhance the features of 

interest. Then, feature extraction techniques are used to extract relevant information from the 

video frames. Once the features are extracted, machine learning algorithms are used to 

classify the activities being performed in the video. These algorithms can be trained using 

labeled data sets that contain examples of different human activities, as shown in Figure 1. 

 
Figure 1: A description of the model for the prediction of human actions 
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      Recognizing human actions can be hard, but it's important for processing video and 

classifying actions. It is being set up as part of human activity's ongoing intense care. has also 

been suggested for a number of other uses, such as health care and police work with older 

people, preventing sports injuries, figuring out where people are, and keeping an eye on 

people's homes. Although human action detection from streaming video sequences has 

improved, it is still not very strong due to factors including shifting angles and distances from 

the camera, context, and varying speeds. Finding good choices is the most difficult part of the 

whole process. It changes the speed of computer programs by making calculations take less 

time [5]. But local options made by hand from RGB video from second cameras can't handle 

the complex movements that the most common human action recognition systems can. In 

more than one way to find a moving object, background extraction is used. 

 

     The Human Activity Recognition (HAR) problem involves identifying physical activities 

carried out by individuals or groups based on traces of movement. Human activity can be 

recognized in a wide range of ways. Thus, action recognition has been categorized, and that 

typically refers to action primitives, actions, activities, interactions, and group activities 

depending on the complexity of the activity [6]. There are different approaches to solving 

each of these categories. When recognizing an interaction like "two people playing football," 

a high-level process would need information about what is occurring at the lower level, such 

as "extending a leg." But activities such as walking, lying, sitting, standing, and climbing 

stairs are classified as regular physical movements [7]. 

 

     In addition to the Gaussian distribution, there are a number of other ways to relate human 

behavior, such as by using different motion tracking methods. Humans watch how it moves 

and make plans for all possible paths. For most people, the next steps are generally easy to 

understand. Things that move quickly make the problem harder. Still, you need a strong 

features vector in order to have a good classifier that can give the class name [8]. Features are 

the most important parts of any data set. In fact, feature extraction can show both the method 

and how hard it is to compute. In this study, one can talk about how important traits are for 

classifying and recognizing human behavior. Still, this situation has a strong link to the 

methods and algorithms used to pull out complex features from live video loops [9]. 

 

     Vision-based human activity recognition is an important research area in the fields of 

computer vision and machine learning. The study of computer vision and automatic detection 

with classification is one of the most important fields today. The process of creating models 

that interpret and understand visual data is known as "computer vision," which is part of 

artificial intelligence (AI). Computer vision is important for training visual perception-based 

deep learning models for use in artificial intelligence (AI). Deep learning models are 

improved by utilizing high-quality training data, according to [10]. Computer vision gives 

machines an artificial vision that helps them analyze situations and make the most informed 

decisions. 

 

     Also, to better describe human actions, you should come up with a new method that uses 

motion tracking by watching a person and spatial feature extraction from a video series. It has 

a robust feature vector for classification. A modified RNN model for human action 

recognition is proposed, which involves recognizing and monitoring humans and 

comprehending human activities from a video sequence. Developing strategies for an 

automated visual surveillance system is the primary focus of research in this field. These are 

the contributions made by this research: (1) When selecting a dataset for deep learning, 

several factors need to be considered. These include dataset size, diversity, annotation quality, 

task relevance, and availability. A large dataset allows the model to learn more complex 
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representations and generalize better to unseen data. (2) The purpose of the data augmentation 

approaches is to increase the accuracy of the machine learning algorithms by producing 

additional copies of the actual dataset. (3) The proposed LSTM model has a high capacity for 

learning sequences and changing features from frame to frame. (4) Some preprocessing 

techniques are applied to improve the performance of the RNN architecture model for feature 

extraction and others for normalization of the features before feeding them into the model. 

The remainder of the paper is organized as follows: In Section 2, a number of related works 

for human action recognition are presented. The proposed model architecture of the network 

model is discussed in Section 3, while the obtained results are addressed in Section 4. Finally, 

the study's conclusion is provided in Section 5. 

 

2. Related works 

     Human action recognition has been well worked upon and studied in recent years. In the 

beginning, the methods used to find out interest points of action were mainly done manually 

by looking at various feature points for multiple activities. But in the last few years, a 

machine has made efforts to detect those feature points rather automatically. Before moving 

further, there are also some design issues with systems, such as the selection of different types 

of neural network models and data collection-related rules [11]. 

     Researchers have been attempting to identify human motion from images and videos since 

the 1980s. One of the major approaches that academics have been researching for action 

recognition is similar to how the human visual system works.  The human visual system is 

able to receive a number of observations about the motion and form of the human body in a 

short amount of time when it is working at a low level. Then, these data are sent to the 

intermediate human perception system so that the classification of these observations, such as 

walking, jogging, and running, may be further recognized [12]. In actuality, the identification 

of observed movement and human actions is made by the perception system, which is strong 

and very accurate. Researchers have put in a lot of work over the past few decades to get a 

computer-based recognition system to work as well as a human system. Still, the researchers 

are a long way from the level of the visual system in humans. However, there are several 

difficulties and problems associated with HAR, including environmental complexity, the non-

rigid shapes of humans and objects, and another problem associated with human recognition 

[13]. The two main types of vision-based human activity identification techniques may be 

determined by a thorough analysis of the literature. First, the traditional method, which is 

based on handcrafted representations; second, a representational strategy based on learning. 

  

2.1 Handcrafted representation-based technique   

     The classic technique for action recognition is based on constructed action representations. 

This approach has been popular among the HAR community and has produced amazing 

results on a number of famous public datasets. In this way, the important features from the 

sequence of videos are extracted, and then classification is executed by training a basic 

classifier such as a Support Vector Machine (SVM) [14]. Recent years have seen much work 

and study done on HAR. The methods used to find out interest points of action were mostly 

done manually in the beginning by looking at various features of many activities. In order to 

extract distinguishing features, methods based on handcrafted features rely on human 

creativity and prior knowledge. There are three major phases to these methods: 1) action 

segmentation corresponds to foreground detection; 2) expert feature selection and extraction; 

and 3) action classification is represented by the extracted features [15]. The most significant 

features are first extracted from the input video frames before the human action label is built.  

The orientation and position of the limb in space are used to describe static activities, while 

dynamic activities are described as movements of these static activities. Three different types 

of spatial and temporal representations can be classified [16]. Dense trajectories, which 
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consist of histograms of orientation (HOG), histograms of optical flow (HOF), and motion 

boundary histograms (MBH), have recently been identified as a successful method. Improved 

Dense Trajectories (IDT) features [17] consider camera motion to improve action detection 

using a D.T. technique. 

 

2.2 Deep learning for action recognition 

     In recent years, feature learning has become popular in a wide variety of computer vision 

applications, including pedestrian detection, image classification, vision-based anomaly 

detection, etc. [18]. Several learning-based approaches to action recognition involve 

converting pixels into action classes through end-to-end learning. The feature-learning-based 

HAR task is constructed using deep learning.  The multilayer convolutional neural network 

with long short-term memory combined in a deep neural network could automatically extract 

action characteristics and categorize them based on some of the model parameters [19]. 

Recurrent neural networks, such as the LSTM, are particularly good at processing temporal 

sequences. A successful case study of frame classification is what inspired action recognition 

in video sequences [20]. 

  

     Convolutional layers with long short-term memory combined in a deep neural network 

could mechanically extract action characteristics and categorize them using only a few model 

parameters. The LSTM is not to be confused with the recurrent neural network, which is 

better suited to processing temporal sequences. The success of image classification has 

inspired many advances in video action recognition [21]. The accomplishments in the image 

domain have rekindled interest in deep learning for video identification. When compared to 

manually created features, RNNs with long short-term memory [22] [23] perform much better 

on a variety of visual tasks. LSTM-enabled RNNs leverage a gating architecture consisting of 

a succession of memory blocks to control the input flow, thereby mitigating the gradient 

vanishing issue and improving the extraction of long-term features.  LSTM neural networks 

are suggested to capture more vigorous and extended spatiotemporal representations. On the 

demanding benchmark databases, UCF Sport and UCF101, when an LSTM model is trained 

and tested at the same time, it tends to overfit, and the accuracy of identification is lower than 

with manual feature methods.  

 
     Existing approaches to recurrent neural networks have a few drawbacks. During training, 

RNNs are susceptible to the vanishing or explosive gradient problem, in which gradients 

become vanishingly small or exploringly large, resulting in unstable learning and difficulty 

capturing long-term dependencies. Standard RNNs have very little contextual memory, so it 

may be difficult for them to remember information from previous time steps when processing 

lengthy sequences. Human actions can look very different depending on things like camera 

angle, lights, occlusions, and how people are standing. This diversity makes it difficult for 

deep learning models to generalize effectively across various action instances and situations. 

This limitation hinders their ability to capture long-term dependencies effectively. Traditional 

RNNs need input sequences of a set length, which may be difficult when working with 

variable-length input data like words of various lengths or videos with differing frame counts 

[24]. 

     RNNs are excellent at modeling temporal or sequential data because they can capture 

dependencies between various time stages. They are ideal for applications like video 

recognition, language modeling, and time series prediction because they have the ability to 

learn patterns and dynamics found in time series data. Researchers continue to address the 

shortcomings of current RNN techniques by proposing cutting-edge designs such as LSTM   

and GRU (Gated Recurrent Unit), which alleviate the vanishing/exploding gradient issue and 

enhance contextual memory [25]. Alternative models, including transformer-based 
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architectures, have also gained popularity due to their ability to enable parallel computations 

and better capture long-term relationships. By addressing these issues, conventional RNNs are 

expected to exhibit improved performance across a range of applications. 

      Based on an extensive study of both vision and machine learning approaches, many gaps 

may be identified that other relevant publications do not consider. The central gap is that 

many researchers have used the UCF dataset, but they did not include video in the dataset.  

Several processing methods are utilized in the proposed approach to make up for the fact that 

they did not produce the file to store all information about movies in a CSV format for 

training and testing their models. For real-time human action recognition that includes action 

feature representation techniques, interaction recognition methods, and action detection 

methods, the authors proposed a modified RNN based on LSTM architecture in comparison to 

current RNN designs. 

   

3. Methodology  

     An improved RNN based on a modified long-short-term memory network model for 

enhancing HAR accuracy is presented, which can be easily applied to automatically recognize 

human actions. Some data pre-processing algorithms have primarily been performed on both 

the UCF-Sport and UCF-101 datasets, including color-to-grayscale conversion, histogram 

equalization, filtering, and normalization. Then, data augmentation is used to increase the 

quantity of training data to prevent overfitting. The efficacy of the model is evaluated using 

scores for overall accuracy, precision, and recall, then using the data augmentation as shown 

in Figure 2. 

 

 
Figure 2: A general block diagram of the proposed model 

 

3.1 Dataset preparation  

      The University of Central Florida's Department of Electrical Engineering and Computer 

Science created the UCF datasets, a collection of information that is gradually becoming more 

and more useful and that uses unscripted video from challenging to compile unscripted 

sources.  13320 YouTube video clips with a fixed frame rate of 25 frames per second and 320 

× 240 pixels are included in the UCF101 database. 101 categories of human activity are 

included in the database [8].  

     Each action class is divided into 25 groups, with four to seven video clips in each group. 

According to the literature, UCF101's action recognition uses the train and test sections to 
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avoid using the same video clips for training and testing. The data sets do not sufficiently 

simplify actual data since the majority of contemporary approaches are accurate to at least the 

95th percentile or better [4]. The entire length of the video clips for each class in the UCF 101 

dataset is shown in Figure 3. The datasets are divided into three sets: %75 train, %5 

validation, and %20 test. Each set contains 10656, 660, and 2664 videos of human actions, 

respectively. 

 
Figure 3: UCF101 has 101 actions; the total time of video clips for each human action class 

is blue. The average length of clips for each action is green [4]. 

 

UCF sports dataset This data was obtained from multiple sporting events broadcast on 

television channels such as ESPN, and this dataset included a total of 150 recordings. The 

sample labeled the proposed scheme's results “Multimedia Tools and Applications.” The 

number of action classes is ten, including diving, horseback riding, and walking, among 

others. Each video has a resolution of 720 by 480 pixels [26]. As shown in Figure 4, the 

duration of each video segment in the UCF sport dataset. 

 
Figure 4: The total time of video clips for each human action class is blue. The average 

length of clips for each action is green in UCF sports [26]. 

 

3.2  Data pre-processing  

     In human action recognition, pre-processing the dataset is a crucial step in building an 

accurate and reliable model. The pre-processing pipeline typically involves several steps such 

as data cleaning, normalization, feature extraction, data augmentation, data splitting, label 
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encoding, and data visualization.  Previously, the model was trained and tested. The quality of 

the videos needs to be improved. This will help the model better classify and recognize 

human actions in videos. To reach this goal, different picture processing methods have been 

built into the suggested model.   As a result, the following image pre-processing techniques 

are used: 

3.2.1 Image resizing 

      Many deep learning model designs need identical-sized input images. As a result, the 

RNN model resizes the 320x240 pixel pictures from the UCF-101 and UCF sport datasets to 

128x128 pixel images. 

3.2.2 Color conversion 

      All video frames in both datasets are subjected to the color conversion from RGB to 

grayscale representation.  

3.2.3 Histogram equalization 

      Histogram normalization is a way to make an image's histogram have a wider dynamic 

range, making the picture stand out more. The goal of histogram normalization is to get a 

histogram that looks the same everywhere. 

3.2.4 Unsharp masking 

The unsharp filter is a simple sharpening operator that enhances edges to solve blurry images. 

The improved model has not perfectly detected and recognized human actions in both the 

training and testing stages because there are several blurry frames in the datasets.  

3.2.5 Data normalization 

       Data normalization is a process that standardizes data by transforming it into a uniform 

scale or range, thereby removing any differences in magnitude or units among different 

variables or features. This involves adjusting the data to fit a particular distribution, often 

ranging from 0 to 1, or having a mean of 0 and a standard deviation of 1. Normalizing data is 

advantageous for tasks like data analysis and machine learning because it minimizes the 

effects of dissimilar scales or units on model performance, improves feature extraction, and 

enhances the precision of classification or other analytical techniques. 

These preprocessing techniques can be used individually or combined, depending on the 

specific requirements of the task and the characteristics of the image. The goal is to enhance 

the image quality, reduce noise, standardize features, and extract relevant information that can 

be used for subsequent analysis or machine learning tasks. Figure 5 displays some of the 

results obtained from preprocessing techniques. 

 
Figure 5: Outcomes of the Pre-processing Method 

3.2.6 Data augmentation 

     Data augmentation methods create new variations of a real dataset to improve the precision 

of machine learning algorithms. The initial training images were randomly selected. The 
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training images were (1) horizontally displaced and (2) rotated to enhance their dimensions. 

In addition, the parameters utilized for augmentation are arbitrarily chosen from 10.0, 10.0%, 

-10.0, -10.0%, 0.0, 0.2 radians CCW (counter clockwise) and CW (clockwise), (3) zoomed-in, 

(4) and angle 20 for shear. Figure 6 demonstrates several examples of data augmentation 

applied to the UCF101 dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Augmented Human Action Recognition from the UCF101 Dataset 

 

3.3 Improved RNN architecture 

     The pre-processed frames from previous steps are fed to the training phase using an 

improved RNN network model to enhance the video's human action recognition. The updated 

LSTM design, which has four hidden layers instead of one, is the basis on which the 

improved RNN model is based. Figure 7 shows a single cell in an LSTM memory block, 

where the dashed lines denote weight between the cell and the gates and the solid lines 

represent multiplication. The block's other connection weights are all set to 1. Each memory 

block in the LSTM architecture consists of a number of memory cells connected by internal 

connections, as well as input, output, and forget gates, which are multiplicative units [27]. 

     The logistic sigmoid is frequently used as the gate activation function; the hyperbolic 

tangent or logistic sigmoid are the activation functions for cell input and output; and three 

gates provide continuous equivalents of the cell's write, read, and reset operations. The 

LSTM's particular memory architecture is useful for solving the disappearing and expanding 

gradient problem. 

 

 

 

 

                          

 

 

 

 

 

 

Figure 7: One cell in an LSTM memory block [25]. 

 

      HAR performance is evaluated using an RNN-based deep learning architecture that 

demonstrates significant video classification. The improved RNN model works on multiple 

layers of LSTM rather than one layer of 32 and 64 bits, as illustrated in Table 1. The internal 
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structure of the LSTM contains four thick layers. To calculate the number of learnable 

parameters correctly with the following equations [28]: 

Calculate  layers = (ℎ + 𝑖)ℎ + 𝐵𝑖𝑎𝑠 = (ℎ + 𝑖) ∗ ℎ + ℎ                                                              (1)                             
   Number of parameters = 4[(ℎ + 𝑖) ∗ ℎ + ℎ]                                                                   (2)  

where the input layer is denoted by i and the hidden and output layers are represented by h. 

 

Table 1: Proposed RNN model summary 
Layer No. Layer (type) Output Shape Param 

1st Layer lstm_1 (LSTM) (None, 128, 128) 131584 

2nd Layer dropout_1 (Dropout) (None, 128, 128) 0 

3rd Layer lstm_2 (LSTM) (None, 128, 64) 49408 

4th Layer dropout_2 (Dropout) (None, 128, 64) 0 

5th Layer lstm_3 (LSTM) (None, 128, 32) 12416 

6th Layer dropout_3 (Dropout) (None, 128, 32) 0 

7th Layer lstm_4 (LSTM) (None, 16) 3136 

8th Layer dropout_4 (Dropout) (None, 16) 0 

9th Layer dense (Dense) (None, 3) 51 

Total params: 196,595 

Trainable params: 196,595 

Non-trainable params: 0 

      The traditional LSTM architecture comprises one layer, which is a kind of RNN that 

potentially overcomes this constraint because of its particular memory cells, and LSTM 

outperforms recurrent neural networks in feature extraction of sequence data. The input data 

first passes through two layers of LSTMs to make it easier to pull out time information from 

sequence data. Different gates receive the inputs. A sequential model with layers stacked in a 

straight line is used. The first layer is an LSTM layer with 128 memory units that returns 

sequences.   

     This approach makes sure that the subsequent LSTM layer gets sequential sequences of 

64, 32, and 16 memory units for each LSTM layer rather than data that is dispersed randomly. 

To prevent overfitting the model, a dropout layer is included after each LSTM layer. The 

model was enhanced, as shown in Figures 7 (A) and 8. This is followed by a completely 

linked layer that uses a SoftMax activation mechanism as the last layer. Figure 8 (B) shows 

both classic and updated LSTM designs based on recurrent neural networks.  When {w1, w2, 

..., wN} represents the word vector in a sentence whose length is N, {h1, h2, ..., hN} is the 

hidden [29]. 

 

 

 

 (b) Standard LSTM [29] 

 

 

(a) Improved LSTM 

 

 

Figure 8: Two RNN architectures for action recognition (a) Improved LSTM architecture 

with four hidden layers (b) Standard LSTM architecture with one hidden layer 
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      Since the traditional RNN system is not very good at predicting, the LSTM architecture is 

used instead. LSTMs are great for remembering data for long and brief periods. The LSTM 

blocks have either 3 or 4 gates, which employ the logistic function to ascertain values from 0 

to 1. This value decides how much information enters or leaves the memory. The model has 

an input gate to control the flow of data, a forget gate to control how long memory is kept, 

and an output gate to control how much data is used to make the block's output [30]. The 

modified RNN model uses a higher level of LSTM architecture, with four layers compared to 

just one in the traditional model, as shown in Figure 9.  

 
Figure 9: Block representation of the LSTM model 

 

     The LSTM network model has been shown to work better than the standard model. It is 

made up of the following parts: 

 

1-The LSTM model has more layers than it did before. Long-short-term memory algorithms 

are good at recognizing temporal information in sequential data, but they can be affected by 

the gradient vanishing problem. By adding more LSTM layers to the model, the neural 

networks can be trusted, making it more accurately considered a deep learning model. This 

type of depth has been associated with successful predictions when it comes to human action 

in videos.  The LSTM model is better than basic LSTMs because it has memory cells that 

help pull features out of sequential data. The model in the study runs the raw data through 

four layers of LSTM in order to figure out how the sequence data relates to time. 

 

2- Adding more units to every layer of this model can be compared to describing the hidden 

state or output.  Memory cells exist in this model's concealed state. The number of units 

shows how many neurons are connected to the layer that has the secret state vector and input. 

 

3- By changing the parameters or settings of neural networks, various optimization strategies 

may be utilized to reduce mistakes.  This optimization process involves narrowing the gap 

between predicted and actual outcomes. To evaluate the consequences of using Adam 

optimizers, an LSTM model was utilized.  
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4. Test results 

     Two publicly available datasets (UCF1-sport and UCF101) are used to evaluate the 

performance of a modified RNN model based on enhanced LSTM for human activity 

recognition. The RNN model has been modified by changing the number of layers, filters, and 

filter size for each model layer. Also, some filters are implemented to remove the noise and 

enhance the quality of the video’s frames for better object detection. Experiments are 

conducted on Windows 10 (64 bits) with an Intel Core i7-3540m and 16 GB of memory. 

Finally, compare the proposed model to the state-of-the-art research works that have been 

recently published. 

 

4.1 Evaluation on recurrent units in improved RNNs 

     The UCF 101 and UCF Sports datasets are used to train and evaluate the proposed RNN 

model. The data was distributed as follows: 80% were utilized for training, 20% for testing, 

and 10% for validation tests using the training data. The validation data and test data are used 

to monitor the model's performance while it is being trained, and the training data and 

validation data are used to assess the model's performance. The enhanced model also trains, 

tests, and validates using the hyperparameters shown in Table 2. 

 

Table 2: The proposed model’s hyperparameters 

Epoch No. 10-50 

Batch Size 64 

Loss Function categorical_crossentropy 

Optimizer Adam 

Activation Functions ReLU and SoftMax 

Dropout 50% 

 

       Different types of recurrent units can considerably increase the complexity and 

performance of RNNs. LSTM recurrent units have been tested on the UCF101 dataset. Test 

results show that LSTM units achieve better performance in the UCF101 dataset.  According 

to Table 4, the optimal accuracy is reached with an epoch of 50 and a batch size of 64.  

Consequently, when the epochs and batch sizes have increased, the model's loss has 

decreased. Besides, Table 4 also compares the results of the improved model's accuracy with 

and without the un-sharp mask algorithm. Although the result of the improved model for both 

datasets has provided different accuracy without data augmentation because data 

augmentations increase the accuracy of data in training and testing for datasets, as shown in 

Table 3, the outcomes of accuracy without data augmentation. 

 

Table 3: The model's accuracy without the data augmentation 

Model Datasets Accuracy 

LSTM 
UCF 101 90.6 

UCF Sport 93.2 
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Table 4: The model's accuracy and loss with and without the unsharp mask technique 
No. of 

Epoch

s 

Batch 

Size 

Test Loss 

UCF101 

Test loss without 

Unsharp Masking 

UCF101 

Test Accuracy 

UCF101 

Test Accuracy 

without Unsharp 

Masking UCF101 

10 

16 
0.50143063068389

8 
0.729885399341583 0.81176471710205 0.741176486015319 

32 
0.41918182373046

8 
0.530194699764251 0.87411765336990 0.823529422283172 

64 
0.19238564372062

6 
0.382819414138794 0.91294117927551 0.870588243007659 

20 

16 
0.39798507690429

6 
0.464682459831237 0.91764706373214 0.870588243007659 

32 
0.49739242196083

0 
0.386070048809051 0.92941176891326 0.884117653369903 

64 
0.26064582467079

1 
0.219330394268035 0.92764706373214 0.897647063732147 

30 

16 
0.52831894159317

0 
0.530194699764251 0.91764706373214 0.889000011920929 

32 
0.43321174383163

4 
0.538281941413879 0.92000001192092 0.891764717102050 

64 
0.38488568067550

6 
0.464682459831237 0.92895294818878 0.895823537826538 

40 

16 
0.45870939731597

9 
0.414638072252273 0.91882353782653 0.902411765336990 

32 
0.45240071415901

1 
0.386854112148284 0.92058824300765 0.906411768913269 

64 
0.42727220058441

1 
0.365486562252044 0.93031176891326 0.908176474094390 

50 

16 
0.57419884204864

5 
0.345061641931533 0.92941176891326 0.905882358551025 

32 
0.44758346676826

47 
0.341889500617980 0.92764706373214 0.911176474094390 

64 
0.40005165338516

2 
0.292526954412460 0.93484706373214 0.911176474094390 

 

     Figure 8 displays the accuracy and loss curve for the proposed RNN model when it has 

been trained using the training data with the same model hyperparameters in the same 

environment. Among the different outcomes of tuning the set of hyperparameters explained in 

the improved model, the output shown in Figure 10 has provided the best results in terms of 

accuracy. 

 

 
Figure 10: Recurrent neural network accuracy and loss with an unsharp filter on the UCF-101 

dataset 
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4.2 Performance evaluation  metrics  

     A number of performance evaluation metrics may be used to evaluate the performance of 

the LSTM network classifiers used in HAR. For performance evaluation, four assessment 

measures are selected: accuracy, precision, recall, and AUC [31] [32]. 

True Positive (TP): The prediction is positive, and it is actually positive. 

True Negative (TN): The prediction is Negative, and it is actually negative.  

False Positive (FP): The prediction is Positive, but in fact it is negative.  

False Negative (FN): The prediction is Negative, but in fact it is positive.  

The accuracy rate shows how many of the original samples may have been correctly 

predicted. 

Accuracy =  
(TP+TN)

(TP+TN+FP+FN)
                                                                   (3)       

  
     where accuracy is proportional to the predicted results. It indicates the proportion of 

positive samples among those anticipated to be positive. Then, there are two positive 

prediction possibilities. The first is to predict a positive class as positive (TP). The alternative 

is to predict the negative class as positive (FP). 

𝑃recision =  
TP

(TP+FP)
                                                                                (4)                 

 

     The recall rate is based on the original positive sample. This is the number of positive 

samples that were accurately predicted. There are two possibilities for results. One is to 

predict that the initial positive class will remain positive (TP). The alternative is to predict the 

positive class as a negative class (FN). 

  True Positive Rate/ Recall/ Sensitivity =  
TP

(TP+FN)
                                          (5)                                                                 

 
      Area under the curve of receiver operating characteristics (AUC-ROC) curve is used in 

this study as a measurement to evaluate the effectiveness of the categorization process. The 

probability distribution is represented graphically by the ROC curve, and the separability of 

the model is measured by the AUC, which measures the indicator of separability. The model's 

classification of human activity is more accurate with a higher AUC value. As a result, the 

best value achieved for the AUC for the proposed model is 0.93 for the UCF-101 dataset, as 

shown in Figure 11. Typically, the TPR (true positive rate), recall, or sensitivity are displayed 

on the y-axis of the ROC curve, while the FPR (false positive rate), or specificity, is shown on 

the x-axis [31] [32]. 

 

 
Figure 11: The AUC-ROC curve for the proposed LSTM model 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                                              (6)  

  𝐹𝑃𝑅 = 1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦                                                                       (7)                             
 

4.3 Impact of hidden layers number on the accuracy of improved RNN 

    Each deep neural network technique has more than one hidden layer that can store various 

types of data. When the number of layers increases, the overfitting problem decreases. Hence, 

the overall accuracy of the model reaches its optimal value. Table 5 shows the results of 

action recognition accuracy with various numbers of hidden layers applied to the UCF-101 

dataset. 

 

Table 5: Evaluation of the different numbers of hidden layers (UCF-101 dataset) 

Reference Models 
No of hidden 

layers 
Accuracy % 

[33] 
Convolutional Recurrent Neural Network 

 (ConvLSTM) 
One Layer 91.30 

[34] Regularizing long short-term memory (LSTM) Two Layers 86.90 

[33] 
Convolutional Recurrent Neural Network 

 (ConvLSTM) 
Two Layers 

92.40 

 

[33] 
Convolutional Recurrent Neural Network 

(ConvLSTM) 
Three Layers 91.10 

[35] 
Spatio–Temporal Differential LSTM 

(ST-D LSTM) 
Four Layers 74.48 

[36] Deep Bi-directional LSTM with CNN Five Layers 91.20 

[37] Convolutional Neural Networks Six Layers 85.1 

Proposed 

LSTM Model 
Improved LSTM Four Layers 93.78 

 

4.4 State-of-the-art comparison  

     In general, there have been several previous implementations of video classification, 

particularly for videos of human actions. These works were chosen based on the use of the 

UCF101 dataset, which is larger and more public, and the RNN architecture, which is more 

precise.  The proposed model has been compared with other state-of-the-art strategies. Some 

models are tested on UCF 101, whereas others are tested on UCF Sports.  6 shows how the 

proposed method compares to other deep learning methods in terms of performance. The 

proposed method got an average accuracy of 93% with four LSTM layers, which is better 

than other deep learning methods. 

 

Table 6: Performance Accuracy Comparison 

Reference Methodology Dataset 
Accuracy

% 

Precision

% 

Recall

% 

[38] Hand-crafted UCF101 83.80 NA NA 

[39] Support Vector Machine (SVM) UCF101 86.71 87.28 86.71 

[40] 
Multi-level Representation for 

Action Recognition (MoFAP) 
UCF101 88.30 NA NA 

[41] Trajectory Rejection UCF101 85.70 NA NA 

[42] Convolution Neural Network UCF101 90.855 90.848 95.918 

[43] Convolutional Neural Networks UCF Sports 88.20 NA NA 

[44] 
Two-stream Convolutional Neural 

Networks 
UCF101 92.50 NA NA 

[45] 
Principal component analysis 

network (PCANet) 
UCF Sports 92.67% NA NA 

[46] Convolutional Neural Networks UCF Sports 87.20 NA NA 

[47] 
Convolution Neural Network, 

Recurrent Neural Networks 
UCF Sports 89.10 NA NA 

[48] Convolutional Neural Networks UCF101 65.40 NA NA 

https://proceedings.neurips.cc/paper/2015/file/07563a3fe3bbe7e3ba84431ad9d055af-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/07563a3fe3bbe7e3ba84431ad9d055af-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/07563a3fe3bbe7e3ba84431ad9d055af-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/07563a3fe3bbe7e3ba84431ad9d055af-Paper.pdf
https://builtin.com/data-science/recurrent-neural-networks-and-lstm
https://builtin.com/data-science/recurrent-neural-networks-and-lstm
https://builtin.com/data-science/recurrent-neural-networks-and-lstm
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[49] 

ConvLSTM (Convolutional Long 

Short-Term Memory) and 3DCNN 

(3D Convolutional Neural Network) 

UCF101 85.2 78.5% 81.2% 

[50] Recurrent Neural Networks UCF101 89.20 NA NA 

[51] 
Sequential convolutional neural 

network 
UCF101 92.00 NA NA 

[52] Front Door Security (FDS) UCF101 71.55 70.05 69.02 

[53] 
Pseudo Recurrent Residual Neural 

Networks 
UCF101 87.60 NA NA 

[54] 
Temporal Convolutional Networks 

(TCNs) 
UCF101 84.50 79.21 48.79 

[55] 
Convolutional Neural Networks + 

Recurrent Neural Networks 
UCF101 92.00 NA NA 

[56] 
Convolution Neural Network, 

Recurrent Neural Networks 
UCF 101 89.10 NA NA 

Proposed 

LSTM Model 
Recurrent Neural Network 

UCF101 

 

93.78 

 

92.01 

 

92.4 

 

UCF Sports 95.70 94.40 95.03 

 

5. Conclusions    

     Human action recognition has been a major area of study in computer vision, with the goal 

of making algorithms and models that can automatically analyze and understand human 

actions based on visual data. This study describes practical strategies for classifying human 

action recognition. The present model is an accurate deep learning technique based on a 

modified LSTM     model.  The hidden layers of LSTM deep learning have been modified 

into four layers. Additionally, several preprocessing algorithms have been applied to the 

UCF101 and UCF Sports datasets to reduce the overfitting problem using different 

transformations such as translation, scaling, and rotation. According to the results, the Adam 

optimizer with a SoftMax activation function is an effective way to optimize an LSTM model. 

Data augmentation, which employs transformations such as translation, scaling, and rotation, 

has also been used to mitigate the overfitting problem. In this research, an enhanced RNN 

model is provided in which the LSTM deep learning technique's hidden layers have been 

expanded from two to four. Tuning the model's parameters allows us to examine the impact of 

pre-processing and model design. The results of experiments show that the improved model is 

more accurate at recognizing actions than previous deep learning methods. Table 6 compares 

the model to state-of-the-art studies that have used conventional, machine, and deep learning 

approaches and shows that the suggested methodology obtains a superior accuracy rate with 

modified LSTM utilizing four hidden layers. The results of the experiments indicate that the 

proposed approach improves accuracy. The total model accuracy of the enhanced RNN model 

is 93.78% for the UCF-101 dataset and 95.70% for the UCF Sport datasets. The model can be 

effectively fused with another deep-learning algorithm. Also, the proposed model is enhanced 

to classify human actions throughout the video more reliably. In terms of classification and 

recognition, the improved model must be used with VGG-16, Inception-V4, and others in 

future research. 
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