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Abstract

In this study, the linear Volterra integral problem of the second kind will be treated
with delay using a Lagrange polynomial. The Volterra integral problem is solved
numerically using the chosen technique to obtain the best approximation.
Additionally, the test examples are provided to demonstrate, through comparison with
other methods' outcomes, the great degree of accuracy of the approximative solutions.
Moreover, To verify the accuracy of the calculations that is used in these test
examples, the absolute error is used to compare it to the exact solution. For this
method, the program is written by MATLAB R2018a language.

Keywords: Delay Integral Equation, Lagrange Polynomial, Linear, Second Kind,
Volterra Integral Equation.
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1. Introduction

Scientists and researchers are interested in the delay integral equations because they can be
found in a variety of mathematical formulations of modeling problems, for instance, in medical
science, biomathematics, and models of population growth [1] , [2]. An essential subset of delay
differential equations is the delay integral equations. Many methods for solving the delay
integral equations have been discussed and investigated by various researchers. The variational
iteration method was proposed to find the solution to linear and nonlinear delay Volterra
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integral equations by [1] in 2012. The single-term Walsh series approach was used to solve
delay Volterra integral equations [3]. The Z-decommission method has been applied to solve
the equations of the Fredholm and Volterra types with time delay [4]. The non-polynomial
spline is presented in [5] by A. M. Muhammad that is applied to the Volterra integral equation
with delay. The computational Block-Pulse functions method was presented to find a numerical
solution to Volterra integral equations with delay [6]. The Bernstein polynomials were proposed
to present an effective solution for the 2" kind of linear Volterra integral equations with delay
[7]. The Nystrom-Clenshaw-Curtis quadrature was proposed in 2019 by [8] for solving Volterra
integral equations with proportional delays. Also, in 2019 the finite difference method was
suggested to solve an initial value problem for a linear first-order Volterra delay integro-
differential equation [9] . The pseudo-spectral methods were suggested by [10] in 2020 to solve
nonlinear Volterra integral equations with vanishing variable delays. An improved numerical
scheme is proposed based on block pulse functions proposed to solve Volterra-type integral
equations with time delay [11]. The sinc collocation method was used to solve the Volterra
integral equations with proportional delay [12]. The Haar wavelet was developed for the
solution of linear delay integral equations [13]. A class of the Volterra delays integral equations
with noncompact operators is approximated by collocation methods [14] . The Haar collocation
scheme is used for the solution to the class of system of delay integral equations for
heterogeneous data communication[15] . Series solutions to the non-linear delay integral
equations are considered by a modified approach of the homotopy analysis method [16].
Functional integral equations of the Volterra integral equations with constant delays type for
significant test equations are investigated in [17] in 2022. Finally, a new approach to solving
the linear fractional differential equation with a delay that uses the backward finite difference
formula is discussed in [18] in 2022.

On the other hand, a lot of researchers have been utilizing Lagrange polynomials to obtain
numerical solutions to various types of problems. In 2014, The authors of [19] and [20] used
Lagrange polynomials to find a solution to integral and integro-differential VVolterra-Fredholm
Integral equations respectively, Also, in 2020, the author [21] used the Lagrange polynomials
to solve linear fractional Volterra-Fredholm integro-differential equations.

In this work, we consider a linear Volterra integral equation of the 2" kind with a constant
time delay T > 0 of the form:

fGO) + [, k(x,Du(t — 1) dt,x € [0,b],7 € (0,x)

@ (x) X € [-1,0) @

u(x) = {

where the functions f(x), k(x,t), @(x)are sufficiently smooth functions and u(x) is the
unknown function to be determined using the Lagrange polynomial.

This Volterra integral equation is population modeling for humans. The u(x) is the number
of population in time x and all children born at the time interval 0 < T < x who survive to time
x. Also, f(x) is the survival function which is the function of the number of people that survive
to the age x [2].

This article is structured as follows: in Section 2, the definition of the Lagrange polynomial
is given. Section 3 describes the methodology of the suggested method. Section 4 contains the
algorithm of the method. Whilst section 5 contains the numerical test example. Finally,
conclusions are highlighted in Section 6.

2. Lagrange Polynomial

The purpose of this part is to integrate the Lagrange polynomial’s notations and definitions
that have been given entirely in [21]:
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For a set of n+1 data points {(xq, yo), (x1, V1), --., (xn, V) }, define the Lagrange formula as
follows:
P,(x) = Xjow Lj(x) , (2

where

(x—xp)
L xX) =
() = Mo 0255

3. Methodology
Below, a new technique for solving Eq.1 is provided by using a Lagrange polynomial. To
apply the new technique, the interval [—t, b] is first divided into 2N subintervals with equal
space such that:
x;=a+ihi=0,%+1,%2,..,£N,where x_y = 7,x9 = aand xy = b. (3)
Now, applying the Lagrange polynomial in Eq.2 for the set of nodes that are defined in
Eq.3, we get

Pyy-1(x) = Z?L—Nuj [Th=—n L) - 4)

k#j (xj Xk)

Which is a polynomial of degree 2N-1. Therefore, substituting Eq.4 in Eq.1 to obtain:
N _wu(x) n’,ﬁg_yﬂ = £+ [T k() (T yu@) M-y S—2). (5)
*

j (xj—xk) k] (xj—xk)
Note that u(x;) = ¢(x;),j = —N,—-N + 1,..., —1.
To find the solution to u(x) at the point x;,j = 0,1, ..., N, substituting x=x; in Eq.5 to get a
system of N + 1 equations, which is given by:
Ali=b (6)
Where A =[a;], u=[w], and b = [b;], such that:
1—[Tk(x,0) Lij(t—7)dt ifi=]

a;; = _ i,j=01,..,N . (7
/ _J:Clk(xi;t)lzi,j(t—‘[) dt ifi#j
_ Xi .

bi = f(xi) + ijl_N u(xj) fal k(xi, t) Ll,j(t) dt, I = 0'1' ’N . (8)

such that

(x—xj)
l](x) H]_._.N (e=xj) 9)
J#i
i. e.
1 —f k(xo, t) Loo(t — 1) dt —f ke(xo,t) Lo (t — 1) dt —f k(xo,t) Lo (t — 1) dt -+ - _f k(o t) Loy (t — 7) dt
_f k(xy,t) Liog(t—1)dt 1—-[ k(xy,t) L1,1(f—T) dt —f k(xy,t) Ll'z(t—‘[) dt - _f k(xy,t) Ll_N(t—‘[) dt
_f k(xy,t) Lyp(t — 1) dt —f k(xy,t) Ly, (t—7)dt 1 —f k(x,t) Ly, (t — 1) dt - _f k(x5 £) Loy (¢ — 7) dt
f k(xy, t) Lyo(t — 1) dt —f kGen, t) Ly (6= 7) dt —f kGey, t) Lyo(t =) dt oo e l_f K, £) L (£ — 7) dt

fo) + Zi2oyu(x) f; ko, ) Lo (D)de
FO) + B2y ulx) [ kG, 0) Ly g(0)de
= | FO2) + Z2nu(x) 7 kCra ) Ly (Bt

Cow) + B2 1) [ kG, £) L, (Ot
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4. Description of the Algorithm
In this algorithm, the Lagrange polynomial is used to find the numerical solution to the linear
Volterra integral equation of the 2" kind with delay.:

Input:f(x), k(x,t) and @ (x) (the functions are defined in Eq.1), a, b and t ( the constants
are defined in Eq.1), n is the number of subintervals in [a, b], such that N = 2n.

[A—

Output: u = [u;] (the vector is defined in Eq.6)
-a

Step 1: Seth = , N€eN.

Step 2: Calculate x; = a + ih, withxy = aandx, =b, i=0,12,..,n.

Step 3: Use steps 1 and 2 with Eq.7 to find the matrix a.

Step 4: Compute the vector b using Eq.8 and steps 1 and 2.

Step 5: Find the solution to the linear system in Eq.6 using the above steps and the Gauss
elimination method.

Moreover, an integral part of Eq. 7 and Eq. 8 was calculated using the exact solution for integral
instead of numerical integration.

Sy

5. Numerical Test Example
In this section, to illustrate the proposed technique for solving the linear Volterra integral
equation of the 2" kind with delay, some numerical test examples are given. The exact solution
is known and used to demonstrate the validity of the numerical solution that is produced by
using our method. Additionally, at all points in these examples, the absolute error is determined
which is defined by the following:
Absolute error = |exact solution — numerical solution|
Test Example 1
Consider the following linear Volterra integral equation of the second kind with delay[11]:
sinx + x% cos(x — 1) — x% cos(—1) + foxxzu(t —1)dt,x €[0,1]
u(x) = 3
X — > , X € [—1,0)
with the exact solution being u(x) = sin(x), for x € [0,1]. Table 1 contains the results of this
example using the Lagrange polynomial to get a numerical solution in the range [0, 1], with
n=10 and h=0.1.
Table 1: The numerical solution and the exact solution with the absolute error of test example
1

n Numerical solution Exact solution Absolute error

0 -4.25077117680179¢e-18 0 4.25077117680179e-18
0.1 0.0998386935148979 0.099833416646828 5.27686806976979e-06
0.2 0.198705477158925 0.198669330795061 3.61463638635105e-05
0.3 0.295619245147809 0.295520206661340 9.90384864697202e-05
0.4 0.389610068370245 0.389418342308651 0.00019172606159443
0.5 0.479735785214625 0.479425538604203 0.000310246610422176
0.6 0.565094976138383 0.564642473395035 0.000452502743348085
0.7 0.644835869294776 0.644217687237691 0.00061818205708449
0.8 0.718164110192649 0.717356090899523 0.000808019293126157
0.9 0.784349621738702 0.783326909627483 0.00102271211121854

1 0.842733601377288 0.841470984807897 0.00126261656939119

Compared to the results in [11] which solve the same examples using block pulse functions, it
is clear that the results obtained using the Lagrange polynomial represent the best

approximation.
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Test Example 2
Consider another linear Volterra integral equation of the second kind with delay [11][16]:
w(x) = {ex +xe* 1+ xe 1 + f(jcxu(t —1dt, x€[0,1]
e*, x € [-1,0)
with the exact solution being u(x) = e*, for x € [0,1]. Table 2 contains the results of this
example's use of the Lagrange polynomial to get a numerical solution in the range [0, 1], with
n=10 and h=0.1.

Table 2: The numerical solution and the exact solution with the absolute error of test example

2

n Numerical solution Exact solution Absolute error

0 1 1 0
0.1 1.10517091807565 1.10517091807565 0
0.2 1.22140275816017 1.22140275816017 0
0.3 1.349858807576 1.349858807576 0
0.4 1.49182469764127 1.49182469764127 0
0.5 1.64872127070013 1.64872127070013 0
0.6 1.82211880039051 1.82211880039051 0
0.7 2.01375270747048 2.01375270747048 0
0.8 2.22554092849247 2.22554092849247 0
0.9 2.45960311115695 2.45960311115695 0

1 2.71828182845905 2.71828182845905 0

Compared to the results in [11] which solve the same examples using block pulse functions and
the results obtained in [16] using series solutions, it is clear that the results obtained using the
Lagrange polynomial represent the best approximation.

Test Example 3

Consider another linear Volterra integral equation of the second kind with a delay[6]
X

2o 1) 2 _x ko
u(x) = X (1 2)+ . 4+f0 xu(t—1)dt ,x €[0,1]
2

x , X €[—1,0)

with the exact solution being u(x) = x2, for x € [0,1] . Table 3 contains the results of this
example using the Lagrange polynomial to get a numerical solution in the range [0, 1], with
n=10 and h=0.1.

Table 3: The numerical solution and the exact solution with the absolute error of test example
3

n Numerical solution Exact solution Absolute error
0 1.97872909775964e-17 0 1.97872909775964e-17
0.1 0.0100000000000001 0.01 0
0.2 0.0400000000000001 0.04 0
0.3 0.0900000000000001 0.09 0
0.4 0.16 0.16 0
0.5 0.25 0.25 0
0.6 0.36 0.36 0
0.7 0.49 0.49 0
0.8 0.64 0.64 0
0.9 0.81 0.81 0
1 1 1 0
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Compared to the results in [6] which solve the same examples using the block-pulse
function approach, it is clear that the results obtained using the Lagrange polynomial represent
the best approximation as seen in Table 4.

Table 3: comparison with the results in [6]

X Exact solution AT TEE sgloul;t/iggnl]]is;Tg LEgIEnge Results obtained in [6]
0 0 1.97872909775964e-17 0.001
0.1 0.01 0.0100000000000001 0.0108
0.2 0.04 0.0400000000000001 0.391
0.3 0.09 0.0900000000000001 0.0914
0.4 0.16 0.16 0.1577
0.5 0.25 0.25 0.2558
0.6 0.36 0.36 0.3634
0.7 0.49 0.49 0.4807
0.8 0.64 0.64 0.6493
0.9 0.81 0.81 0.8061

6. Conclusions:

In this work, the Lagrange polynomial has been applied to evaluate the second kind of linear
Volterra integral equation with delay. The following points are suggested based on the
numerical findings that are got from the previous examples:
¢ The approximations developed by MATLAB software show the accuracy and validity of the
proposed approach.
¢ The method can be improved and applied to the nonlinear Volterra integral equations.

e The approach can be extended to solve the nth-order nonlinear Volterra integro-differential
problem.
¢ Use another type of the Lagrange polynomial for example modified Lagrange polynomial.
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