Abduljabbar Iraqi Journal of Science, 2024, Vol. 65, No. 1, pp: 512- 527
DOI: 10.24996/ijs.2024.65.1.40

1 ragt
1

ISSN: 0067-2904

Parallel Particle Swarm Optimization Algorithm for Identifying Complex
Communities in Biological Networks

Dhuha Abdulhadi Abduljabbar*
Computer Science Department, College of Science, University of Baghdad, Baghdad, Iraq

Received: 15/11/2022  Accepted: 12/2/2023  Published: 30/1/2023

Abstract

Identification of complex communities in biological networks is a critical and
ongoing challenge since lots of network-related problems correspond to the subgraph
isomorphism problem known in the literature as NP-hard. Several optimization
algorithms have been dedicated and applied to solve this problem. The main challenge
regarding the application of optimization algorithms, specifically to handle large-scale
complex networks, is their relatively long execution time. Thus, this paper proposes a
parallel extension of the PSO algorithm to detect communities in complex biological
networks. The main contribution of this study is summarized in three- fold; Firstly, a
modified PSO algorithm with a local search operator is proposed to detect complex
biological communities with high quality. Secondly, the variability in the capability
of PSO to extract community structure in biological networks is studied when
different types of crossover operators are used. Finally, to reduce the computational
time needed to solve this problem, especially when detecting complex communities
in large-scale biological networks, we have implemented parallel computing to
execute the algorithm. The performance of the proposed algorithm was tested and
evaluated on two real biological networks. The experimental results showed the
effective performance of the proposed algorithm when using single-point crossover
operator, and its superiority over other counterpart algorithms. Moreover, the use of
parallel computing in the proposed algorithm representation has greatly reduced the
computational time required for its execution.

Keywords: Complex community structure, Biological networks, Particle swarm
optimization algorithm, Local search operator, Computational parallelization.
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1. Introduction

Modelling and investigating complex systems containing biological information is
considered a highly challenging process. Since the systems that are used to represent real-world
biological data include very important information that help in understanding cell activity,
detection a set of proteins that physically or functionally interact to achieve a specific function,
as well as identifying relations between the molecular structures in the body. Complex
computational systems are generally represented using essential network concepts and
modelled using basic graph theories [1]. Where the nodes of the graph denote biological units
of interest such as proteins, genes, species, or individuals; while edges of the graph indicate the
interaction between nodes such as gene flow, regulatory interaction, or infectious contacts [2].
When utilizing simple analyzing tools, some, if not all, topological features are seen as
insignificant information at these structures, and significant data related to patterns are not
revealed. Patterns represent important information revealed when analyzing networks, and they
help in comprehending dynamical processes in the complex networks [3-6].

In general, significant information could be attained from complex networks that represent
complex systems in the real world when identifying the subgroups hidden within them, which
are known in the literature as communities. In particular, the detected subgroups have their
features, like the maximum relations, common tasks, and structural/ positional similarities.
While the objects of these subgroups have the largest number of relationships and many features
in common with the objects of their subgroups, they have the fewest number of relationships
and few features in common with the objects of the other subgroups [1, 4, 6, 7]. On the other
hand, densely connected communities or groups are prevalent in biological networks and may
be related to specific molecular, cellular, or tissue functions. Therefore, the discovery of
biological communities is a key first step to analyzing and studying the features of related
complex biological systems. Moreover, it has become one of the fundamental problems in the
field of computer science.

In the literature, the problem is modelled as an NP-hard problem, as several studies based
on optimization algorithms have been directed toward detecting biological community structure
[ 6, 8-12]. This paper proposes an extension of a PSO algorithm called MP-PSO (Modified
Parallel Particle Swarm Optimization Algorithm) to detect the hidden topological structures of
communities in biological networks. The following are the main contributions of our research
paper:
¢ A modified particle swarm optimization algorithm with a local search operator is proposed to
identify the community structure in biological networks by optimizing the general modularity
density function.
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¢ Different evolutionary operators were employed to examine the differences in the ability of
the PSO algorithm when extracting community structure in biological networks.

e Parallel computing implementation was used to execute the PSO algorithm to reduce the
computation time needed to solve the problem.

The rest of the paper is structured as follows: Section 2 describes the proposed MP-PSO
algorithm in detail. Section 3 presents the settings for the experiments, including the dataset
used to evaluate the proposed algorithm, the evaluation metrics, and the experimental results
obtained. The last section summarizes the paper with concluding remarks.

2. Literature Review

Many research efforts have been made to adopt optimization algorithms to identify complex
communities in different types of biological networks [ 6, 8-12]. Pizzuti and Rombo [8, 9]
solved the issue of discovering protein complexes in protein interaction networks by employing
diverse quality functions as fitness functions, namely modularity (Q), Community Score (CS),
Conductance (CO), Normalized Cut (NC), Internal Density (ID), Expansion (EX), Cut Ratio
(CR) and Scaled Cost Function (SCF). The experimental campaign showed that predictions
obtained by the single quality functions, defined above, under the GA framework were often
more precise than those found by the counterpart methods from the other categories.

In 2017, six metaheuristic optimization algorithms were proposed by Atay et al. [6] to
analyze complex networks and discover important communities. The employed algorithms
were modified to address the modularity problem that represents a discrete optimization
problem. A comparison analysis among the suggested algorithms was carried out on 4
biological networks and 5 social networks. According to the experimental results gained, it was
observed that HDSA (Hybrid Differential Search Algorithm) was more efficient and
competitive than the other algorithms.

M’barek et al. [10] proposed an approach based on Genetic Algorithm for discovering
communities in a gene interaction network. They introduced special representation for solution
coding and applying mutation operators. In addition, they proposed a particular fitness function
that depends on the value of the interaction between genes and the measure of similarity.
Experiments with real data demonstrated the ability of the proposed approach to successfully
discover existing or even new communities.

Recently, Abduljabbar et al. [11] solved the issue of detecting protein complexes in PPI
(protein-protein interaction) networks by enhancing the performance of the evolutionary
algorithm with a local biological operator based on gene ontology annotations, which helped in
guiding the search process towards discovering hyper-connected and biologically related
complexes, as well as allowing for more effective exploration of the state space of all possible
solutions. The authors employed eight quality functions as fitness functions of [8, 9] which are
Q, CS, CO, NC, ID, EX, CR, and SCF, the results of the systematic experiments showed the
positive effect of applying the heuristic- biological operator, which considerably enhanced the
reliability of the adopted optimization models.

Wang et. al. [12] proposed a novel method called IMA (Improved Memetic Algorithm) for
discovering complexes in PPI networks. Firstly, IMA combined the biological and topological
properties to construct a weighted protein interaction network and to reduce network noise.
Secondly, IMA integrated different clustering results to generate initial populations.
Additionally, a fitness function was developed depending on 5 topological properties of protein
complexes. Lastly, they described the main steps of the proposed IMA method, which are:
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selection and recombination operators, local optimization strategy, and population updating
operator. The empirical results demonstrated that IMA performed much better than the existing
state-of-the-art methods and the base techniques.

Despite the strength of these approaches, handling large-scale complex networks, is the main
challenge regarding the application of evolutionary approaches, due to their relatively long
execution time. Another limitation is the slow convergence of the evolutionary algorithms and
getting stuck at different local optima points when applied with traditional perturbation
operators to solve a biological community detection problem. Thus, this paper proposes an
extension of a PSO algorithm called MP-PSO (Modified Parallel Particle Swarm Optimization
Algorithm) to detect the hidden topological structures of communities in biological networks.
This new extension is supplied with a local search strategy to improve the convergence rate of
the PSO algorithm and implemented using parallel computing implementation to reduce the
required computational time.

3.Proposed Method

Among the evolutionary algorithms, the PSO algorithm has been customized and developed
more due to its simplicity, presence of a variety of particle swarm optimization methods, ease
of implementation, and not requiring to know the number of communities as input [13, 14]. In
general, PSO relies on the animals' behavior that live together in groups and have some ability
to interact with each other and the environment in which they are inserted. The particles update
the information to correct their positions and velocities using the information received [15].

The proposed MP-PSO algorithm to detect hidden topological structures of communities in
biological networks is described in detail in this section. The MP-PSO framework can be
summarized in two key steps which include: initialization (in terms of solution representation
scheme and fitness function computation), and particle movement strategy (i.e., search strategy)
[16,17]. Figure 1 shows a flowchart of the proposed MP-PSO algorithm, which is based on the
framework of the PSO algorithm proposed by [16] and [17], more details are provided in the
following sub-sections.

Generally, community detection problems have been solved using metaheuristic
optimization methods due to their intractable computations and complexity where they have
been categorized as highly combinatorial optimization NP-hard problems [18,19], and because
solving it takes a long time form the CPU. most of the current metaheuristic methods suffer
from slow convergence when applied to solve large-scale problems [20]. Therefore, this work
improves the performance of the PSO in terms of speed by exploiting the inherently parallel
nature of the metaheuristic algorithm and implementing parallel computing to execute the
proposed MP-PSO algorithm. In this study, the parallel computing method available in
MATLAB was used [21] as a measure to reduce the computational time needed to run the
proposed algorithm.

3.lindividual Representation and Population Initialization

The MP-PSO algorithm adopts the representation based on community labels as a scheme
for particles’ representation. A position vector p of a given particle indicates a biological
network partition. Given a particle p; = {p}, p?, ...., pI'}, where n represents the total number
of network nodes and pf € [1,n]. If p¥ == p;’, then the nodes x and y are allocated to the
same community. This coding scheme is characterized by ease of implementation, and
automatic identification of the number of communities, and reduces computational complexity
[22].
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To initialize the population, random individuals (i.e., P = {p1 , P2 s e DN }) are generated.
Where the community label for each node in each particle is randomly chosen from 1 to n. In
order to enhance the proposed algorithm convergence, a node (x) was randomly selected and
its community label (p}*) was assigned to all of its neighbors, this process was applied for each
individual (0.2 * n) times [23].

Step 1

Step 2

Figure 1: The flowchart of the proposed MP-PSO algorithm

3.2Fitness Computation

In 2008, Li et al. [24] developed a modularity density metric (D) to avoid the issue of
resolution limit in the modularity (Q) function. After that, they designed the general modularity
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density (D;,) to discover community structure at diverse resolution levels, by inserting A, a new
parameter, into D function [25]. Accordingly, in this study, we have employed the general
modularity density (D,) as a quality metric for the proposed MP-PSO algorithm to discover
complex communities in biological networks.

Mathematically, let V' represents a given complex biological network consisting of a set of
vertices/nodes (V) and edges (E). To represent V', we have defined n X n binary matrix (4),
where n represents the number of biological units or vertices (V) in the network, such that
Aqp = 1if (vg,vp) € E, otherwise Ay, = 0. Let suppose that V. and Vj, represent the set of
vertices of the sub-networks C,and C,, respectively, then E(Vx,Vy) = Zvievxﬂ,}.evy Ajj
indicates the edges number among C, and Cy. E(V,,V,) = Zvi,vjevx A;j indicates the inner
degree of C,, and E(V,, 1) = ZviEVx,vjeV_xAij indicates the outer degree of C, wherein V, =
V —V,.Givenk clusters C; (V4,E;), ...... , Cr, (Vy, Ey,) of acertain biological network (V') that

captured from a particle (p) , then D, (general modularity density) metric can be expressed as

follows:
ZAE(Vx ,Vx)—2(1—/1)E(Vx ,Vx )
[V |

Dy = ¥io1d(C) = Xy (1)

wherein d(C,) represents the difference between two terms E(T; ’T") and E(T";‘T") of C, [25].

Each particle in the swarm is evaluated using D, function and the particle with the highest
D, value is selected as the best global particle in the swarm. To explore topological structure of
a complex biological network at various resolution levels, the A parameter is utilized. The
network is often grouped by D, into large-sized communities when the value of A is close to
zero, or into small- sized communities when the value of A is close to one. Whereas when 4 =
0.5, the D, function will group the network similarly to D [24-26].

3.3Search Strategy

The PSO algorithm is based on a distinct search strategy that focuses on directing each
particle toward its best local location as well as towards the best global location in the whole
swarm. Perturbation operators such as crossover are employed to guide each particle towards
the best locations [16, 17]. Furthermore, a local search strategy was applied to improve the
accuracy of the PSO algorithm. Following is an explanation of the steps of the search strategy
adopted in the application of MP-PSO.

3.3.1 Crossover

Initially, each particle carries out a crossover operation with its personal best location.
Generally, crossover is a perturbation operator that takes two parents (p!, p?) and generates
new solutions by mixing sub-space units of the parents. There are many different methods for
combining the parent’s sub-space [27]. In this study, we employed five different common types
of crossover operators [28], namely standard crossover, single point crossover, 2-point
crossover, 1-way crossover, and 2-way crossover in order to study their effect on the PSO
detection ability. In sum, the main aim behind employing different crossover operations was to
study and analyze the effect of crossover operation on the ability of PSO detection and extract
the complex clusters in biological networks. The crossover operators we used to move particles
towards personal best are.
1) Standard crossover: consider the two particles p* and p? as the participating parents in the
crossover. A child child! can be produced from two parents by mixing their elements based on
generating a random number rand between 0 and 1 where the community label is copied from
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the first parent when rand < 0.5. On the other hand, the community label is copied from the
second parent when rand > 0.5. Table 1 illustrates the standard crossover operator based on
generating a random number rand. This crossover guarantees the generation of offspring that
fully exploits the genetic information coming from the parents.

Table 1: Example of standard crossover operator
index p!' p? rand~[0,1] child!

1 1 2 04 (rand < 0.5) 1
2 1 5 0.6 (rand > 0.5) 5
3 3 5 0.7 (rand > 0.5) 5
4 2 5 0.1 (rand <0.5) 2
5 2 1 0.5(rand <0.5) 2

6 4 1 0.3 (rand <0.5) 4
7 4 2 0.9 (rand > 0.5) 2
8 4 4 0.6 (rand > 0.5) 4
9 3 4 0.8 (rand > 0.5) 4

10 5 3  02(rand <0.5) 5

2) Single point crossover: given the two selected parents (pt, p?), first, one arbitrary point a is
identified. In order to produce the 1% child, its community label is copied from the beginning
of the first parent p* to point a, and from point a to the end of the second parent p2. While the
2" child is produced by doing this action in reverse order [27]. Table 2 shows how the single
point crossover operator is applied to the community detection task when a = 4.

Table 2: Example of single point crossover operator when a = 4

index p! p? child? child?® p! p? index
1 1 2 1 2 1 2 1

2 1 5 1 5 1 5 2

3 3 5 3 5 3 5 3

@ 2 g )2 5 2 5 o @
5 2 1 1 2 ) 2 ) 1 5

6 4 1 1 4 4 1 6

7 4 2 2 4 4 2 7

8 4 4 4 4 4 4 8

9 3 4 4 3 3 4 9

10 5 3 3 5 5 3 10
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Table 3: Example of 2-point crossover operator (where a = 7 and b = 9)

index p? p! child! child? p? p! index
1 2 1 1 2 2 1 1
2 5 1 1 5 5 1 2
3 5 3 3 5 5 3 3
4 5 2 2 5 5 2 4
5 1 2 2 1 1 2 5
6 1 4 4 1 1 4 6
I_7_ I_2_ I_4 I_2_ I_4 I_Z_ I—4 I_7_
B g e T T e D T B
| 8 b= 4 b= 4 |—>) 4 | | 4 le—| 4 — 4 |&— 8 |
o b= sl al—yal |3|<—|4|<—|3|<—|9|
— — — — — — — —
10 3 5 5 3 3 5 10

3) 2-point crossover: to apply the 2-point crossover, first, two arbitrary points aand b are
identified. In order to produce the 1% child, its community label is copied as follows: from the
beginning of the first parent p* to point a, then from point a to point b from the second parent
p? and the remainder is copied from the first parent p*. To produce the second child, this action
Is done in reverse order [16, 17]. Table 3 illustrates the 2-point crossover operator when two
arbitrary points are selected, a = 7 and b = 9. Accordingly, two new children are produced by
mixing elements of ptand p? in order to explore the search landscape more broadly.

4) 1-way crossover: given the two selected parents (p?, p?), a random node a in the p? particle
is selected to create a new solution (child) by transferring in the p? particle the community
label of the point a to the node a, and to all the nodes having the same community label of point
a in the p! [28]. Table 4 illustrates the 1-way crossover operator when a = 6 and its
label community = 4. Accordingly, the nodes of the new solution (child') have the same
community label of the p? particle nodes, excluding the locations {6; 7; 8}. Since node 7 and
node 8 have the same community label of the node 6. The community label of nodes {6; 7; 8}
is altered to 4.
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Table 4: Example of 1-way crossover operator (where a = 6)

index p' p? child?

1 2 2

2 5 5

9

OO0 - - -
|
L
©

10

5) 2-way crossover: generally, the 2-way crossover operator is a modified version of the 1-way
crossover. The procedure for the 2-way crossover operator is defined as follows given the two
selected parents (p?, p?),a random node a in the p* particle is selected, and then its community
label is determined (i.e.,p}) to ensure that all the nodes in this community of p! are also
clustered into the same community in the particle p? (i.e., p? « p;,Vk € {k|pi = p}}).
Simultaneously, the community label of the node a in the p? particle is also determined and
ensuring that all the nodes in this community of p? are also clustered in the same community
in the particle p® (i.e., pi « p? Vk € {k|p? = p?}). Accordingly, two new solutions
child® and child? are returned after applying the above procedure [29]. Table 5 illustrates the
2-way crossover operator when a = 6. As shown in Table 5, one of the resulting solutions is
the child!, whose nodes {6, 7, 8} was placed in the same detected community with node 9.

Table 5: Example of 2-way crossover operator (where a = 6)
index p! p? child! child? p!

index

A W N -
N W
o o1 o N
A W N e

©
|
©

A
N
A

oo
v
o~
A 4
vo e s QO o -
A
N
a
« = = ™ @@m 7 7 > -SN
ol

\l
v
N
A 4

10
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After applying crossover operation (it can be any of the above types depending on what was

previously defined) between each particle and its personal best location, new particles are
obtained. The obtained output is compared, and the particle (or solution) with the highest fitness
value is chosen to be a temporary position of the current particle.
Next, each particle is moved towards the global best in the swarm. Based on that, a crossover
operator between particle temporary position and the global best particle is carried out. In this
step, new solutions are also produced and compared to identify the temporary state of the
current particle.

3.3.2 Local search operator
Finally, a local search operator is applied to all particles to enhance moving them over the whole
search space.
2E(Cy)
[Cx |
developed. A node v from community C will change its value to a potential new community
label ¢ where €S of € with node v; is larger than CS of C with node v;. More clearly, if and
only if CS of community C of node v; is smaller than CS of other communities when containing
node v (i.e. C U v;), then, there will be a migration of node v; by the local search operator to
another community, which will achieve with its nodes a highest CS value.. Algorithm 1
represents the major steps of the proposed local search operator based on CS. It accepts as input
the genotypic representation of a given child individual (i.e., p), the number of nodes in the
network (n), and the adjacency matrix (4).

2
Based on community score CS (p) = Z’;zl( ) [9, 11], a local search operator was

Algorithm 1: Local Search Operator (p, n, A)

for i=1tondo
Il change the community label of node v; with control
set C; « Community_Label(v;)
set K « max (Community_Label(p))
setk_v; CS « CS(Ci)vi €c;
set k_v;_CS Ciepnizj < CS(C} U ;)
if (k_v;_CS > k_v;_CS)
set C « argmaxc'jepjéjici(CS((fj U 1))
set Community_Label(v;) « C
end if

end for

The results of the particle after applying local search operator are compared to its own
personal best, and the new particle will take the place of the personal best if it performs better.
Otherwise the personal best is still the same. Fitness values are then once more computed using
the D, measure after all the particles have moved and their personal best values have updated
in order to choose the global best for the entire swarm which is the particle with the highest
fitness value. This operation is repeated until the predetermined maximum number of iterations
IS reached.
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4. Experiments and Evaluation
4.1Dataset

Two biological networks, namely C. elegans metabolic reaction [30, 6], and Cattle protein-
protein interaction [6] were used in this study. The information about each biological network
including the relevant references, the number of nodes(n), and the number of edges (m) are
summarized in Table 6. It is worth noting, that each biological network was handled as an
unweighted and undirected network in all experiments.

Table 6: Characteristics of the complex biological networks used in this stud

# Nodes # Edges
(n) (m)

C. Elegans MRN 453 2025 [30, 6]

Networks Referred to as References

C. Elegans Metabolic
Reaction

Cattle Protein-Protein Cattle PP 268 303 [6]

Interaction

4.2Evaluation Measures

In this paper, we have used a modularity (Q) measure to assess the quality of the obtained
complex community structures. Modularity (Q) is the most common-internal quality measure
proposed by Newman and Girvan in 2004 [31] and has been used primarily to assess predicted
solutions when the true solution is unknown. Q scales the difference between the numerical
quantity of edges that fall within communities and what would be expected if the edges were
randomly placed. Generally, the value of Q measure approaches from zero, if the number of
inner edges does not differ from the random distribution of edges. Otherwise, the value of Q
measure approaches from one when all the captured communities have dense inner connections.
In sum, a high value in terms of Q can be obtained when the network includes strong community

structures. The modularity measure is defined as:
K

Q(p) =z

x=1

(2)

21E(C| <2vecx deg (v))z
E(®)] 21E (p)]

4.3Results of MP-PSO on Biological Networks with Different Versions

All the experimental studies have been performed on the MATLAB platform. Parameters
and features were pre-determined, such as the maximum number of iterations to be equal to
100, and the number of particles in the population to be equal to 100. Moreover, the parameter
A was set in the range from 0 to 1(i.e., 2 € [0,1]) with step size 0.1. In order to compare the test
results of the proposed algorithm at five different versions: MP-PSO-SX (represents the PSO
version with standard crossover), MP-PSO -1PX (represents the PSO version with single point
crossover), MP-PSO -2PX (represents the PSO version with 2-point crossover), MP-PSO -
1WX (represents the PSO version with 1-way crossover), and MP-PSO -2WX (represents the
PSO version with 2-way crossover). Each proposed version of MP-PSO was run 30 times on
each biological network.

To analyze the test results, first, the results obtained by the MP-PSO algorithm at five
different versions on the two complex biological networks when A=
{0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, 1} are discussed in terms of average modularity
( Qavg),maximum modularity ( @mqx), and worst modularity ( Qyors¢) as shown in Figure 2.
The ( Q.orst) Values obtained at the end of all runs represent the lowest values of Q.
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The results presented in Figure 2 reveals several notable points. Firstly, it was seen that all
versions of MP-PSO showed good performance when A = {0.4,0.5,0.6,0.7} on C. Elegans
MRN network, and when A = {0.2,0.3,0.4,0.5} on cattle PPI network. Secondly, it was noted
that the detected biological community structure using MP-PSO -1PX (i.e., PSO with single
point crossover) and MP-PSO -2PX (i.e., PSO with 2- point crossover) achieved the best results
interms of Qupg, Qmax and Quorse OVEr the C. Elegans MRN network. While in the face of
Cattle PPI network, MP-PSO -1PX (i.e., PSO with single point crossover) and MP-PSO -1WX
(i.e., PSO with 1-way crossover) have achieved the best results. On the other hand, the two
versions MP-PSO -2WX and MP-PSO -SX showed satisfactory performance and recorded
good results in most cases. Lastly, over the C.Elegans MRN network, the highest results in
terms of Qgug, Qmax, aNd Qorse Were 0.4066, 0.4192, and 0.3936, respectively, obtained by
MP-PSO -1PX at A = 0.5. While over the Cattle PPI network, the highest results in terms of
Qavg Was 0.7196 obtained by MP-PSO -1WX at A = 0.4 (with Qpax = 0.7407, Qyorst =

0.7068 ) and MP-PSO -1PX at 2 = 0.5 (With Quqx = 0.7348, Quorse = 0.7131).

Cultke FT1 Caltle FF1 Catlle I'FI

EYPPSOLWY FUPPSOLIWY BMPPSOEE FMRPSO- P SMRPSCLIPY iR F W mA R FR W w RO o P e MR WY UMWY BMPRRRET MR P BMERRORY

. Elegans MEN . Flisgans MEN (. Flegans MEN

uWooEs . v o 1 - T T ]

PR WY e MPERO-TWY, e MPEREET o MPPRCe FE oMPPROGEY ENPEEFTN SEPPR-ING @ NP-REOEY SNPPRCHEY EMPERTR EMRFRTVE AMFFRINT AMRFRER o MPPHEY 8RR

Figure 2: Results of MP-PSO on Cattle PPl and C.Elegans MRN networks with different
versions when 2 € [0,1] (left: Qupg, middle: Qumax, Tight: Quorst)

In sum, we can conclude from Figure 2 that the best results in terms of
Qavg » @max and Qworse Were obtained when 4 = 0.5, and employing single point crossover
inside PSO framework was more effective in clustering biological networks compared with
other crossover types. Accordingly, the effectiveness of the proposed method at MP-PSO -1PX
version and A = 0.5 was compared against other state-of-the-art methods. Table 7 reports the
performance of the proposed method against six metaheuristic optimization algorithms that
were proposed by Atay et al. [6]. The results of these metaheuristic algorithms (HDSA: Hyper-
heuristic Differential Search Algorithm, BADE: Bat Algorithm based on Differential
Evolutionary algorithm, SSGA: Scatter Search algorithm based on Genetic Algorithm, BB-BC:
Big Bang-Big Crunch algorithm, BA: Bat Algorithm, and GSA: Gravitational Search
Algorithm), in Table 7, are taken from the work of Atay et al. [6].
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Table 7: Comparison of the proposed method performance (MP-PSO -1PX) with six different

OEtimization algorithms
Networks/Algorithms  HDSA BADE SSGA BB-BC BA GSA MP-PSO -1PX

0.4074 0.3266
Worst 0.3962 0.3335 0.3124 0.3194 0.3356 0.2974 0.3936
0.4185 0.3374

Cattle 0.7195 07079 07084 071  0.6983 0.7196
PPI Worst 07194 07059 0.7052 0.7079  0.7063  0.6949 0.7131
Best 07195 07183 07118 07095 07143  0.7053 0.7348

The results presented in Table 7 highlighted several positive points. Firstly, due to
employing local search based on community score measure within PSO algorithm framework,
the proposed algorithm (MP-PSO -1PX) achieved the highest performance and outperformed
all the works presented in Table 7 (HDSA, BADE, SSGA, BB-BC, BA, and GSA) in terms of
best modularity (i.e., Qmnqx) OVer the two tested biological networks. The extraction of the
strong community structure was more emphasized, when applying the local search operator
inside PSO algorithm framework.

Secondly, the findings also indicated that the proposed MP-PSO -1PX algorithm
outperformed all counterpart algorithms in terms of mean modularity (i.e., Qqy4) Over Cattle
PPI network. While over C.Elegans MRN network, the proposed algorithm outperformed all
counterpart algorithms except HDSA algorithm where it has obtained the same value when
looking at only two decimal places. On the other hand, when examining all the experimental
results in terms of worst modularity (i.e., Q.ors¢), the second-best results were usually
obtained by our proposed algorithm.

4.4Parallel Computing

Because of its evolutionary nature, the PSO algorithm can be amenable to parallelization,
over multiple iterations. The implementation of the proposed MP-PSO algorithm shows a clear
acceleration in performance when employing more than one processor, called ‘lab’ or ‘worker’.
Therefore, this study exploited the total number of workers available when implementing the
algorithm. The acceleration in the PSO performance is computed by measuring the elapsed time
required (in seconds) to perform the algorithm in different cases, that is, when 1 to 8 workers
are used. The five versions of MP-PSO algorithm complete their run when implemented serially
(with No Parallel Implementation (NoPI)) up to the time to complete the run with parallel
implementation using x workers (i.e., x = {1,2,3,4,5,6,7,8}). Figures 3 and 4 illustrate the
elapsed time (in second) when the five versions of MP-PSO were run on the biological network
(C.Elegans MRN and Cattle PPI) using workers up to 8.
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Figure 3: The elapsed time required by x workers to perform the MP-PSO algorithm at different
versions on the biological network (C.Elegans MRN)
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Figure 4: The elapsed time required by x workers to perform the MP-PSO algorithm at
different versions on the biological network (Cattle PPI)

From Figures 3 and 4, we can see that the computational time required to implement all versions
of the MP-PSO algorithm was reduced by exploiting the inherently parallel nature of
metaheuristic algorithms and implementing parallel computing in both objective evaluation and
local search operator. Most interestingly, it was observed that the algorithm at MP-PSO-SX
version was faster than all the other four versions.

5. Conclusion

In this paper, a modified parallel particle swarm optimization algorithm with a local search
operator, named MP-PSO, is proposed to identify complex biological communities by
optimizing the general modularity density metric as a fitness function. Five different
evolutionary operators were employed to study the variation in the capability of PSO to extract
complex biological communities. Moreover, the proposed algorithm was implemented using
parallel computing method to reduce the computational time required for its execution. To
verify the performance of the proposed algorithm, two real biological networks were examined.
The experimental results showed that MP-PSO with single point crossover (MP-PSO -1PX)
detected the best results compared to the other employed crossover types, while the MP-PSO
with standard crossover was the fastest among the other four versions.
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Additionally, the proposed MP-PSO -1PX algorithm was compared with six competent
state-of-the-art algorithms on the two biological networks. Experimental results showed that
MP-PSO -1PX has promising performance in identifying complex communities in biological
networks. In the future, however, the PSO’s performance can be enhanced using an
improvement operator based on biological information (i.e., gene expression and gene
ontology), and adopt other known community detection models as a fitness function.
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