AL-Mukhtar et al. Iragi Journal of Science, 2024, Vol. 65, No.1, pp: 455- 467
DOI: 10.24996/ijs.2024.65.1.37

1 ragi
1

ISSN: 0067-2904

Predicting COVID-19 in Iraq using Frequent Weighting for Polynomial
Regression in Optimization Curve Fitting

Mohammed AL-Mukhtar *, Ammar S. Al-Zubaidi, Mustafa N. Albadri
Computer Center, University of Baghdad, Baghdad, Iraq

Received: 27/8/2022 Accepted: 18/2/2023 Published: 30/1/2024

Abstract

The worldwide pandemic Coronavirus (Covid-19) is a new viral disease that
spreads mostly through nasal discharge and saliva from the lips while coughing or
sneezing. This highly infectious disease spreads quickly and can overwhelm
healthcare systems if not controlled. However, the employment of machine learning
algorithms to monitor analytical data has a substantial influence on the speed of
decision-making in some government entities. ML algorithms trained on labeled
patients’ symptoms cannot discriminate between diverse types of diseases such as
COVID-19. Cough, fever, headache, sore throat, and shortness of breath were
common symptoms of many bacterial and viral diseases.
This research focused on the numerous tendencies and projected expansion of the Iraq
pandemic to encourage people and governments to take preventive measures. This
work is an established basic benchmark for demonstrating machine learning's
capabilities for pandemic prediction.
The suggested approach for forecasting the number of COVID-19 cases can assist
governments in taking safeguards to avoid the disease's spread. We have demonstrated
the effectiveness of our strategy using publicly available datasets and models. A
polynomial network is trained on this premise, and the parameters are optimized using
frequent weighting. When compared to linear models, the polynomial model predicts
better and is more effective in forecasting COVID-19 new confirmed cases. As well,
it aims to analyze the spread of COVID-19 in Iraq and optimize polynomial
regression. In time series-based models, curve fitting using frequent weighting to
implement models such as linear regression and polynomial regression is utilized to
estimate the new daily infection number. The datasets were collected from March 13,
2020, to December 12, 2021. The continuous COVID-19 pandemic puts both human
lives and the economy at risk. If Al could forecast the next daily hospitalization
number, it may be a useful tool in combating this pandemic sickness.
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1. Introduction

COVID-19), originated in the city of Wuhan, China, in late 2019. Then it spread so fast all
over China in the next few months. On March 11, 2020, the World Health Organization declared
the term COVID-19 a pandemic and started a wide campaign to warn the world about it [1].
COVID-19 is one of the diseases of zoonotic origin; it is transmitted from human to human by
different routes that include the transmission of small droplets from the nose or mouth of
infected persons through sneezing, coughing, or speaking. [2].

COVID-19 spreads between people more easily than influenza. People are very infectious
when they show symptoms, but they might be infectious for up to a couple of days before
symptoms appear. They are still infectious for an estimated 7 to 12 days in mild cases and for
an average of a couple of weeks in tough cases. An individual can also transmit COVID-19
without showing any symptoms (asymptomatic transmission) [3].

This virus has caused widespread suffering all over the world and substantial disruptions in
global economies. There is no approved immunization or cure for fighting it at that time. When
humans are nearby, COVID-19 engendering proceeds quickly [4].

COVID-19 has had a significant impact on our lives. Social relationships, education, work,
and the economy have come to a standstill. People today only focus on what is necessary to
survive. Governments and other organizations have had to take extraordinary steps to fight the
disease. To stop the disease’s spread, practically all the countries have imposed either partial or
full lockdowns in the affected regions [5].

Since there is no concrete solution until that time for dispatching this contamination, the
authorities of all countries are working hard to achieve careful steps that can minimize the
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spread. Procedures like face masks, sanitizers, and social distancing are approved to break the
virus’s spread [6].

The COVID-19 problem can be better understood and examined by machine learning, which
recognizes data patterns and uses them to make predictions or judgments on its own.
Machine learning can be considered a resource in the medical services sector with the capacity
to process enormous datasets beyond the capabilities of human personalities, and the knowledge
generated from it aids clinicians in planning and considering getting appropriate treatment [7].
Machine learning is a subset of artificial intelligence that enables computers to behave and
make decisions in the same way that humans do. It also allows us to make more accurate
predictions and boosts our efficiency.

In this model, the authors are checking the development of COVID-19. Investigation and
predictions are done using linear and polynomial regression. The suggested expectation model
makes sure that it accurately predicts the outcome of this outbreak situation so that severe
financial loss, network spread, and the degree of social segregation among individuals can all
be used as indicators and pre-cruise decisions can be made as well [8].

This approach will guarantee that the administration produces preventive assessments
dependent on our subsequent research for predicting the presence of this virus in the future.
The study focuses on COVID-19 disease detection. In the first step, sample data was pre-
processed based on specified characteristics, followed by a classification approach using some
of the following machine learning algorithms in Python.

2. literature review

Since COVID-19's emergence and global growth, it has overtaken both developed and
developing nations. A lot of work has gone into disseminating exploration papers on the various
COVID-19 components. Therefore, studies of vaccination, medication therapy regimens, and
the prediction of future infected deaths and recovered cases utilizing a variety of forecasting
approaches are done in many research papers.

The authors of a recent article in [9] conducted an online survey to gather information in
Jordan. This data was used as an input for several statistical (Logistic Regression, LR) and
machine learning-based prediction models, including Support Vector Machine (SVM) and
Multi-Layer Perceptron (MPL). These algorithms were utilized to predict prospective COVID-
19 patients based on their symptoms and indicators. In comparison to other models, the MLP
has demonstrated the highest accuracy (91.62%). The SVM, on the other hand, displayed the
highest precision (91.67%).

Machine learning (ML) is being used as a persuasive method to show flare-ups [4]. The
COVID-19 data set from several online resources has been assessed using the polynomial,
linear, ridge, polynomial ridge, and SVM regression models. Comprehensive tests were run,
and the metrics medium absolute error (MAE), R2 score, mean square error (MSE), and root
mean square error (RMSE) were used to evaluate each test. Early on, accurate validation and
data analysis can help with healing and illness prevention.

The authors created supervised ML models for the COVID-19 virus in this work [10]. They
utilized an epidemiologically labeled dataset for negative and positive COVID-19 cases in
Mexico. The prediction techniques employed are SVM, decision trees, logistic regression, and
naive Bayes. Before creating the models, the correlation coefficient analysis of the different
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independent and dependent features was performed to ascertain a strong association between
each independent and dependent feature of the dataset. The models were trained on 80% of the
training dataset, and they were tested on the residual 20%. The decision tree has the maximum
accuracy of 94.99%, according to the results of the models' performance evaluation, while the
SVM has the lowest accuracy.

In this study [11], the authors used deep learning models with an autoencoder-based
approach along with machine learning with hyperparameter tuning to estimate the impact of
various features on the spread of the disease and forecast the chances of survival for the patients
who were placed in quarantine. The study's calibrated model is based on positive coronavirus
infection cases and includes an analysis of several factors that are useful in examining temporal
patterns in the current situation and fatality cases brought on by coronavirus. The analysis
highlights pivotal moments in the progression of the outbreak, demonstrating the viability of
models powered by artificial intelligence and deep learning in presenting a quantitative picture
of the pandemic breakout.

This study [12] offers a meta-analysis of the global pandemic COVID-19 forecast trend
based on artificial intelligence (Al). SVM, Naive Bayes, and Linear Regression. Here, potent
ML techniques were used in a real-time series dataset that contained information on the
confirmed deaths, recoveries, active cases, and confirmed cases of the COVID-19 pandemic
worldwide. Additionally, statistical analysis has been done to depict different features of the
Top 20 Coronavirus-affected Countries and the COVID-19 Observed Symptoms. Naive Bayes,
one of three machine learning methods used, showed promise in predicting COVID-19 future
trends with lower MAE and MSE. The Naive Bayes technique's efficiency is demonstrated by
the lower values of MAE and MSE. This study identified numerous trends and the potential
expansion of the worldwide pandemic, highlighting the need for citizens and governments
around the world to take proactive measures.

By examining the COVID-19 data, this paper [13] aimed to predict the COVID-19 active,
death, and cure rates in India. For predicting the death rate, active rate, and cure rate, three ML
models are available: reinforced SVM, linear regression, and the Prophet Forecasting Model.
In comparison to linear regression and SVM, the Prophet Forecasting Model provides the most
accurate predictions of the death rate, active rate, and cure rate for large, uncertain, and sparse
data sets.

A reliable worldwide data set is gathered from the WHO’s daily statistics [14]. This research
states a correlation between the total number of confirmed, active, deceased, and positive cases.
On the data set, multiple linear regression and linear regression techniques are used to forecast
the trend of the affected cases. The scores of the model R2 tend to be 0.99 and 1.0,
correspondingly, which shows a strong prediction model to anticipate the active cases for the
following day. An evaluation of the linear regression and linear regression models is conducted.
As of July 2020, the multiple linear regression model predicts that there will be 52,290 active
cases in India by the 15th of August and 9,358 active cases in Odisha. if things keep going the
way they are. A high correlation factor (positive, deceased, or recovered) determines the
relationship between the independent and dependent (active) variables.

Using the common Susceptible-Infected-Removed pandemic model, this study seeks to
estimate the fundamental reproductive number for COVID-19 in the Kurdistan Region of Irag.
The 4"-order Runge-Kutta method was used to formulate and solve a system of nonlinear
differential equations numerically. By using the least squares method to match the curves
between the real daily data and the numerical solution, the reproductive numbers RO were
determined. For the analysis, data were collected for 165 days, from 1 March to 12 August
2020, on a population of 5.2 million people. It was determined that the RO value fluctuated
throughout the outbreak, averaging 1.33, and that the greatest number of infection cases, or
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roughly 540,000, will occur on the fifth of November 2020. The disease will then stop spreading
once there are only roughly 3.2 million susceptible individuals left. The total number of people
who have been eliminated will be close to 1.5 million [15].

3. Methodology

The study was conducted using two machine learning algorithms: linear regression and
optimized polynomial regression. The approach used for this analysis is outlined in the parts
that follow.

3.1 dataset collection.

Our data set was collected from the official Iragi Ministry of Health repository. This
repository provides daily updates on confirmed, death, and recovered cases from across the
country, along with detailed statistics [16].

onfirmed case

Figure 1: (a) Iraq confirmed cases plot

Figure 1: (b) Iraq death cases plot
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Figure 1(A) shows the number of confirmed cases; in March 2020, the first cases started to
appear in Irag. The government started a total lockdown at the end of March to break down the
spread of COVID; however, in June 2020, the cases touched 1000 cases a day and things started
to be a tragedy. In September 2020, we will reach the peak of the first wave, with over 4000
confirmed cases per day. Also, the death rate was relatively high compared to Iraq's neighbors
in the area, like KSA, Jordan, and Kuwait. Poor health infrastructure and a large number of
people who did not comply with the lockdown due to not using precautionary measures such
as masks and sanitizing increased ER and death cases. The second wave started in March 2021,
and new cases reached 8,000 in April 2021 and 13,000 in August 2021. However, the death rate
dropped because of the vaccine. Many people got their first dose in April 2021 and their second
dose by July of the same year. COVID protocol procedures became more mature and efficient,
which helped decrease ER cases and death rates. At the beginning of 2022, when the 3rd wave
starts rising in Irag, the new confirmed cases reached 8K for a short period, aside from the very
low ER and death cases because of the huge number of vaccinated people. New cases started
to diminish in March 2022, but our model shows that there was a rise in new cases in June.

Figure (1(B)) The death rate graph shows that the first wave has the most death cases, despite
the fact that those new cases weren’t too high compared to the second and third waves. This
was because we don’t have much information about the new pandemic curing protocols. As
well as the Iraqi health infrastructure being so bad, there was a shortage of beds, equipment,
and well-trained personnel. The second wave had lower death rates despite the rise in new cases.
That is because Iraq learned from the first wave, and the curing protocols became more mature.
Also, the new vaccine made ER visitors less frequent than before, which made things easier for
healthcare workers because hospitals became less crowded, which made them take care of more
in-patients. Because many people had received two vaccine doses in addition to the third, the
death rate in the third wave was lower than in the previous two waves.

Confirmed cases in Iraq

al Cases

lot

Province/State
Figure 2: comparative infection of confirmed cases in some Iragi provinces

The graph above shows that there is a difference between confirmed cases in many Iraqgi
provinces. Baghdad (Rusafah) had the most cases, followed by Baghdad (Kharkh). This can be
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explained because it had the most population (around 20% of the Iraqi population for both).
Despite having the third largest population in Irag, Mosul had the fewest cases of the six
samples in the graph. This can be explained by the fact that many people there live in suburban
areas where testing facilities are not nearby, so many of them didn’t test themselves despite
being positive for COVID-109.

3.2 Polynomial regression:
The polynomial technique approximates a nonlinear relationship between the dependent
value of x and the conditional mean of the independent variable y [17].

Y, =by +bx +b,x +bx. 4D (1)

Y is a dependent variable, and DV, X1. Xn is an Independent Variable (1V), bo intercept, by,
b, Coefficients, n number of observations.
As well as we can determine some Advantages and Disadvantages of Polynomial Regression:
A-Polynomial regression provides the best approximation of how the dependent and
independent variables are related. It can accommodate a wide range of functions and suits a
broad variety of curvatures.
B- The disadvantages of the results of the nonlinear analysis may be significantly impacted by
one or two outliers in the data. These are excessively outlier-sensitive.
Generally, the main idea of polynomial distribution can be explained precisely as follows:
1- Binomial Distribution: The likelihood of a SUCCESS or FAILURE outcome in a repeated
experiment or survey is known as the binomial distribution. Two potential outcomes are present
in the binomial distribution (the prefix "bi" implies two, or twice). A coin flip, for instance,
only has two outcomes: heads or tails, whereas taking a test has two outcomes: pass or fail.
2- Multinomial/Polynomial Distribution: Multi or Poly signifies a lot of things. The binomial
distribution is a generalization of the multinomial distribution in probability theory. It may, for
example, simulate the likelihood of each side's count after rolling a k-sided die n times. The
multinomial distribution offers the chance of any specific combination of the total number of
successes across all categories for n separate trials, each of which results in success for exactly
one of k categories, with each category having a specified fixed success probability. The
frequent weighting for the polynomial model was described precisely in Algorithm [1].

Algorithm [1] Optimization Curve fitting using frequent weighting for polynomial

Requirement: X Y

X.

i input sequence of days from first case, 'i: Number of cases for each day in

¢ : threshold parameter, by Intercept, b, b,. Coefficients, n: number of observations
procedure optimize curve fitting

W’ < Unit vector [1] x size (X)

for iteration n from O, step 1 do

f <« LM (input = X,,target =Y;, weightsW")
d «|f(x)-y|Vvi

d" —tanh(d")
max, d" —tanh(d")

d' —tanh(d")
D exp| 1-
i max; d" —tanh(d.")

exp [1—
n+1

W,

e
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Z Win _Win+1 < e
if i then
Y, =b, +bx +b,x’ +bx’...+b X
break
end for

end procedure

3.3 Linear regression:

Linear egression estimates the relationship values between two variables x and y, where y
represents one dependent variable (DVs). (Xi...xn ) represents many independent variables
(IVs), while bo is intercepted, and b, b2 , bz are coefficients and n represent the number of
observations. That is used in Eq. (2) for general linear processes [18].

Y, =0, +0b X +b,%, +bX,...+D X, @)

The relationship can be determined by fitting a linear equation to the dataset. When X is
used as an explanatory variable, b determines how to generate a slope prediction.

The linear regression model interprets the prediction as a straight line between two variables.
It tries to draw the closest line to the data by determining the slope and intercept, which define
the line and minimize regression errors. There is only one (x) and one (y) variable in simple
linear regression.

4. Experimental Results

Figure [3] depicts the comparative prediction for polynomial regression between Iragq and
Kuwait, while Figure [4] depicts the result for Iraq in the Nissan month of 2022, and the
predicted number of cases on 1-5-2022 was around 5230, which was close to the mister of
health report on that day.

Corfrmred vs Pecgle Vaonat=d n 1 Dezthe vs Peoghe Vaoomaizd n bag

Figure 3: Predicted cases and confirm cases in Iraq related to total vaccinated people.

We perform linear regression on the data and display the best fit line. It is evident that the
number of new cases each day and total vaccinations have a strong link, as shown in Figure 5.
As the number of vaccines grows, the number of new cases each day tends to decrease. As a
result, the number of confirmed COVID-19 cases in Iraq each day should continue to fall as the
number of people vaccinated increases. The trend in the number of new fatalities each day vs.
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total vaccinations is identical to that in the preceding graph. The line of best fit, as depicted,
reveals a link between the mortality rate and total immunizations. The outliers do not appear to
have had much of an impact on the linear regression, but they do appear to have had an impact

on the model.
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Figure 5: Polynomial Regression for April 2022

Figure 6: ROC curve of COVID 19 Models for Optimization polynomial regression

Evaluation of the model can be done through a ROC curve such as that shown in Figure 6,
which compares the optimization PR with other standard ML techniques like linear regression

and logistic regression.
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However, the RMSE for four of our provinces: Baghdad, Erbil, Najaf, and Basra were reported
in Table [1].
RMSE = 12(\@2 ~Y2)
)

¥ =summation (“add up”), (Y- Y) = differences, squared, N = sample size.

(3)

Eq. (3) The root mean square error (RMSE) is used to calculate the standard deviation of
the residuals (prediction errors). The residuals show how far away the data points are from
the regression line, and the RMSE shows how widely these residuals are spread out. In other
words, it represents how tightly the data is clustered around the best fit line.

Table 1: RMSE comparative for our four provinces of confirmed cases of COVID-19

5263.93 6018.11 7244.84 7871.94 7005.55 1.157 7249.02
14189.09 12336.7 7189.33 11881.02 21971.08 2.44 7697.70
4772.98 4571.12 1680.36 5941.27 7758.81 1.84 1468.30
10270.38 5327.58 7766.54 12750.94 5470.26 5.02 7697.70
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Figure 12 : Scale the input data by a log function (a) Baghdad (Karkh) (b) Basra (c)
Najaf (d) Erbil

The performance of the analysis method and all results in Table 1 are shown in Figure [7],
which illustrates the comparative results for four provinces after fitting the model using linear
and logistic features (Figure [8]). While Figure 9 enhances the forecast using a polynomial
function, and Figure 10 is fitted using polynomial features, the results were computed using the
Lasso-Lars function in Figure 11, and in Figure 12, the input data by a log function for all four
provinces was scaled.

5. Conclusion

It was fascinating to notice the high association between mortality rates and immunizations,
as well as illness rates and vaccinations. Any doubts about vaccination efficacy were dispelled
by these analytics results, and anyone who has chosen not to vaccinate can be argued against.

The study verifies that immunizations greatly improved the situation of the pandemic by
leading to a decreased death and infection rate by taking a step back and assessing the whole
pandemic thus far. Therefore, with new varieties of COVID-19 on the horizon, it is becoming
increasingly crucial for people to grasp the significance of vaccination.

In this study, an optimization polynomial regression is presented to analyze and predict the
spread of novel COVID-19. Our project encompasses different operational stages such as
preparing datasets, feature extraction to forecast, and polynomial algorithm-based
hyperparameter optimization. However, it assists in the optimal selection of hyperparameter
values for the model. To demonstrate the superiority of the suggested model, a wide range of
experimental analyses were conducted on the benchmark test dataset. The outcomes were
evaluated in numerous ways. The simulation results show that the strategy performs better than
the previous approaches. Furthermore, based on the data acquired thus far, we would like to
employ more advanced machine learning algorithms to show a future forecast of the
death/infection rate.
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