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Abstract: This paper constructs and generalizes the numerical Runge-Kutta-Mohammed (RKM) method for solving twelve-order ordinary differential equations (ODEs). The novel contribution of this study is the development and generalization of the numerical RKM methods for solving ODEs of the order of less than a tenth. The algebraic order conditions (OCs) for the proposed RKM method are derived up to order thirteen using Taylor expansion. Then, the constructed method has been derived from these order conditions. However, the proposed numerical RKM method has been evaluated at some implementations and compared to an existing Runge-Kutta (RK) method to determine the method's viability. Moreover, this comparison demonstrates the proposed direct method is more efficient than the classical method in terms of efficiency and accuracy. Also, numerical implementations are used to prove the efficiency and time complexity of function evaluations. This direct RKM method is a suggested technique for solving ODEs of twelve orders which has great features like a direct and efficient method. Consequently, the proposed method requires less time complexity of computation than other methods.
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1. Introduction

The ability of mathematics is to describe and resolve practical issues in all branches of science, including chemistry, physics, engineering, and other sciences. In particular, it is apart from other branches of science and engineering. One of the most important areas of applied mathematics is differential equations (DEs), which are used to build mathematical models based on their most useful tools. Higher-order DEs are frequently used in a variety of fields, including the physical sciences, solid state physics, fluid physics, quantum physics, plasma physics, optics, and electrons. According to [1-12], some physical problems, such as the thin film flow problem, electromagnetic waves, and the oscillatory wave equation, always involve DEs of the second or third-order. In addition, the authors [13] studied the numerical and asymptotic of some third-order DEs relevant to draining and coating flows. The DEs of the fifth-order KdV have been studied by [14-17] in the context of non-linear optics and quantum mechanics, this model is significant in physics, and it has applications in the form of sound magnetic waves in plasma and water waves. However, the authors [18-19] studied a few hydrodynamic stability issues that only involve eighth-order equations. Studying numerical and approximated solutions of non-linear DEs is of great importance in scientific computations as they can be accomplished in the least possible time. The majority of nonlinear DEs do not have analytical solutions. This justifies our search for more advanced numerical techniques. Accordingly, to review the derivations and the construction of the numerical methods of RK-type for solving DEs of various orders, the authors [20-24] created and derived some types of numerical RK methods for solving some classes of DEs of different orders. For this purpose, the derivation of a direct numerical RK method used for solving twelve-order DEs depends on the Taylor expansion to obtain the order conditions (OCs), whereas the solving of OCs leads to getting the parameters of the proposed method. Furthermore, the goal of this paper is to enhance the computational efficiency of the proposed method. However, the proposed direct RK method is more accurate and efficient than the current indirect numerical method for solving twelve-order DEs.

2. Preliminary

In this section, we introduce some definitions and basic concepts that are related to the problem of study.

2.1 The Initial Value of Twelves-Order Problem

In this paper, the problem of interest is the initial value problem of twelve-order DEs of the following form,

\[ y^{(12)}(\tau) = f(\tau, y(\tau)); \quad \tau > \tau_0, \]  

with the initial conditions (ICs),

\[ y^{(i)}(0) = \alpha^i, \quad i = 0,1,\ldots,11 \]  

where, \( f : \mathcal{R} \rightarrow \mathcal{R}^N, \) \( f(\tau, y(\tau)) = f_1(\tau, y(\tau)), f_2(\tau, y(\tau)), \ldots, f_N(\tau, y(\tau)) \), and,

\[ y(\tau) = [y_1(\tau), y_2(\tau), \ldots, y_N(\tau)], \quad \alpha^i = [\alpha^1_1, \alpha^1_2, \alpha^1_3, \ldots, \alpha^1_N]. \]

When the ODE in Equation (1) is in N-dimensional space, then, we can simplify it to

\[ w^{(12)}(\tau) = g(w(\tau)); \quad \tau > x_0, \]  

Where, \( w(\tau) = [y_1(\tau), y_2(\tau), \ldots, y_N(\tau), \tau], \) and

\[ g(w(\tau)) = ([f_1(w_1(\tau), w_2(\tau), \ldots, w_N+1(\tau))), 0), \quad \text{for} j=1,2,\ldots,N, \]
with ICs, \( w^{(i)}(0) = \alpha^i \) for \( i = 0, 1, \ldots, 10 \).

The unique solution to Equation (1) or Equation (3) always exists due to it has satisfied the hypothesis of Theorem 1 by each component of the system in Equation (1) or (2).

**Theorem 1**

Let \( w^{(k)}(\tau) = f(\tau, w) \) where \( f: \mathcal{R}^N \rightarrow \mathcal{R}^N \), be a continuous function for all the points \((\tau, w)\) in the region that is defined by \( D = \{ (\tau, w): a < \tau < b, -\infty < w < \infty \} \) where \( a \) and \( b \) are finite real numbers, \( k = 1, 2, 3, \ldots \) If there exists a constant \( \ell \) such that the inequality,

\[
|f(\tau, w(\tau)) - f(\tau, w^*(\tau))| < \ell |w(\tau) - w^*(\tau)|,
\]

holds for all \((\tau, w), (\tau, w^*) \in D\). Then, for any real number \( w_0 \in \mathcal{R} \), there exists a unique solution \( w(\tau) \) of the problem where, the mapping \( w(\tau) \) is differentiable and continuous for all \((\tau, w(\tau)) \in D\) and the constant \( \ell \) is called Lipschitz constant.

### 3. Proposed RKM-Method for Solving Twelves-Order ODEs

The constructed s-stages RKM-integrator for solving the quasi-linear twelve-order ODEs in Equation (1) with ICs (2) has the forms as follows:

\[
z_{n+1}^{(1)} = \sum_{i=0}^{11} \frac{\hat{h}_{i}^{(i)}}{i!} z_{n}^{i} + \hat{h}^{12} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(2)} = \sum_{i=0}^{10} \frac{\hat{h}_{i}^{(i+1)}}{i!} z_{n}^{i+1} + \hat{h}^{11} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(3)} = \sum_{i=0}^{9} \frac{\hat{h}_{i}^{(i+2)}}{i!} z_{n}^{i+2} + \hat{h}^{10} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(4)} = \sum_{i=0}^{8} \frac{\hat{h}_{i}^{(i+3)}}{i!} z_{n}^{i+3} + \hat{h}^{9} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(5)} = \sum_{i=0}^{7} \frac{\hat{h}_{i}^{(i+4)}}{i!} z_{n}^{i+4} + \hat{h}^{8} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(6)} = \sum_{i=0}^{6} \frac{\hat{h}_{i}^{(i+5)}}{i!} z_{n}^{i+5} + \hat{h}^{7} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(7)} = \sum_{i=0}^{5} \frac{\hat{h}_{i}^{(i+6)}}{i!} z_{n}^{i+6} + \hat{h}^{6} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(8)} = \sum_{i=0}^{4} \frac{\hat{h}_{i}^{(i+7)}}{i!} z_{n}^{i+7} + \hat{h}^{5} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(9)} = \sum_{i=0}^{3} \frac{\hat{h}_{i}^{(i+8)}}{i!} z_{n}^{i+8} + \hat{h}^{4} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(10)} = \sum_{i=0}^{2} \frac{\hat{h}_{i}^{(i+9)}}{i!} z_{n}^{i+9} + \hat{h}^{3} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1}^{(11)} = \sum_{i=0}^{1} \frac{\hat{h}_{i}^{(i+10)}}{i!} z_{n}^{i+10} + \hat{h}^{2} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]

\[
z_{n+1} = z_{n} + \hat{h} \sum_{i=1}^{\alpha} \hat{b}_{i} k_{i},
\]
\[ k_1 = \mathcal{F}(\chi_n, z_n), \]  
\[ \text{and, } k_i = \mathcal{F}\left(\chi_n + c_i \hat{h}, \sum_{j=0}^{11} \frac{\hat{h}^j c_{ij}(n)}{j!}, + \hat{h}^{12} \sum_{j=1}^{i-1} a_{ij} k_j\right). \]  

4. Construction Proposed s-stages RKM-Method

In this section, the construction of the proposed RKM method is introduced. To construct this method, it may derive the order conditions of the method.

4.1 Derivation of the Order Conditions

This subsection is to introduce the finding of the order conditions (OCs) and then, the parameters of the proposed numerical RKM integrator. In the following, three steps are used to derive the order conditions:

Step I: Using Maple software, expand the equations (4)-(15) using the approach of Taylor-series expansion.

Step II: Expand Taylor-expansions of the derivatives of the solution \( y(x) \) of the problem by using the approach of Taylor-expansion.

\[ y^{(i)}(x + h); \ i = 0,1,...,11. \]  

Step III: Compare the Taylor-expansions-serious of Equation (18) in steps I-II to find the order conditions of this proposed method.

In the following subsection, we will derive the OCs of the derived RKM method by using maple software.

4.1.1 The Order Conditions

OCs of \( y \)

\[ \sum_{j=1}^{s} b_{0j} = \frac{1}{479000000}, \sum_{j=1}^{s} b_{0j} c_i = \frac{1}{6227000000}, \sum_{j=1}^{s} b_{0j} c_i^2 = \frac{1}{43589000000} \]  

OCs of \( y' \)

\[ \sum_{j=1}^{s} b_{1j} = \frac{1}{4000000}, \sum_{j=1}^{s} b_{1j} c_i = \frac{1}{479000000}, \sum_{j=1}^{s} b_{1j} c_i^2 = \frac{1}{3114000000}, \sum_{j=1}^{s} b_{1j} c_i^3 \]  

\[ = \frac{1}{14530000000} \]  

OCs of \( y'' \)

\[ \sum_{j=1}^{s} b_{2j} = \frac{1}{360000}, \sum_{j=1}^{s} b_{2j} c_i = \frac{1}{3990000}, \sum_{j=1}^{s} b_{2j} c_i^2 = \frac{1}{239500000}, \sum_{j=1}^{s} b_{2j} c_i^3 \]  

\[ = \frac{1}{103780000}, \sum_{j=1}^{s} b_{2j} c_i^4 = \frac{1}{363240000} \]  

OCs of \( y''' \)

\[ \sum_{j=1}^{s} b_{3j} = \frac{1}{362880}, \sum_{j=1}^{s} b_{3j} c_i = \frac{1}{3628800}, \sum_{j=1}^{s} b_{3j} c_i^2 = \frac{1}{19958400} \]  

2077
\[
\sum_{j=1}^{s} b_3 j^3 = \frac{1}{7983360}, \quad \sum_{j=1}^{s} b_3 j^4 = \frac{1}{7983360}, \quad \sum_{j=1}^{s} b_3 j^5 = \frac{1}{259459200}
\]

(22)

OCs of \(y^{(4)}\)

\[
\sum_{j=1}^{s} b_{4j} = \frac{1}{51891840}, \quad \sum_{j=1}^{s} b_{4j} c_i = \frac{1}{121080960}, \quad \sum_{j=1}^{s} b_{4j} c_i^2 = \frac{1}{259459200}, \quad \sum_{j=1}^{s} b_{4j} c_i^3 = \frac{1}{19958400}, \quad \sum_{j=1}^{s} b_{4j} c_i^4 = \frac{1}{40320}, \quad \sum_{j=1}^{s} b_{4j} c_i^5 = \frac{1}{362880}
\]

(23)

OCs of \(y^{(5)}\)

\[
\sum_{j=1}^{s} b_{5j} = \frac{1}{5040}, \quad \sum_{j=1}^{s} b_{5j} c_i = \frac{1}{40320}, \quad \sum_{j=1}^{s} b_{5j} c_i^2 = \frac{1}{181440}, \quad\]

\[
\sum_{j=1}^{s} b_{5j} c_i^3 = \frac{1}{604800}, \quad \sum_{j=1}^{s} b_{5j} c_i^4 = \frac{1}{1663200}, \quad \sum_{j=1}^{s} b_{5j} c_i^5 = \frac{1}{3991680}, \quad \sum_{j=1}^{s} b_{5j} c_i^6 = \frac{1}{8648640}, \quad \sum_{j=1}^{s} b_{5j} c_i^7 = \frac{1}{17297280}
\]

(24)

OCs of \(y^{(6)}\)

\[
\sum_{j=1}^{s} b_{6j} = \frac{1}{720}, \quad \sum_{j=1}^{s} b_{6j} c_i = \frac{1}{5040}, \quad \sum_{j=1}^{s} b_{6j} c_i^2 = \frac{1}{20160}, \quad \sum_{j=1}^{s} b_{6j} c_i^3 = \frac{1}{60480}, \quad \sum_{j=1}^{s} b_{6j} c_i^4 = \frac{1}{151200}, \quad \sum_{j=1}^{s} b_{6j} c_i^5 = \frac{1}{332640}, \quad \sum_{j=1}^{s} b_{6j} c_i^6 = \frac{1}{665280}, \quad \sum_{j=1}^{s} b_{6j} c_i^7 = \frac{1}{665280}, \quad \sum_{j=1}^{s} b_{6j} c_i^8 = \frac{1}{1235520}
\]

(25)

OCs of \(y^{(7)}\)

\[
\sum_{j=1}^{s} b_{7j} = \frac{1}{120}, \quad \sum_{j=1}^{s} b_{7j} c_i = \frac{1}{720}, \quad \sum_{j=1}^{s} b_{7j} c_i^2 = \frac{1}{2520}, \quad \sum_{j=1}^{s} b_{7j} c_i^3 = \frac{1}{6720}, \quad \sum_{j=1}^{s} b_{7j} c_i^4 = \frac{1}{15120}, \quad \sum_{j=1}^{s} b_{7j} c_i^5 = \frac{1}{30240}, \quad \sum_{j=1}^{s} b_{7j} c_i^6 = \frac{1}{55440}, \quad \sum_{j=1}^{s} b_{7j} c_i^7 = \frac{1}{95040}, \quad \sum_{j=1}^{s} b_{7j} c_i^8 = \frac{1}{154440}, \quad \sum_{j=1}^{s} b_{7j} c_i^9 = \frac{1}{240240}
\]

(26)

OCs of \(y^{(8)}\)
The algebraic equations of Mechee et al.

\[
\begin{align*}
\sum_{j=1}^{s} b_{8j} &= \frac{1}{24}, \quad \sum_{j=1}^{s} b_{8j} c_{1} = \frac{1}{120}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{2} = \frac{1}{360}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{3} = \frac{1}{840}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{4} = \frac{1}{1680}, \\
\sum_{j=1}^{s} b_{8j} c_{1}^{5} &= \frac{1}{3024}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{6} = \frac{1}{5040}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{7} = \frac{1}{7920}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{8} = \frac{1}{11880}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{9} \\
&= \frac{1}{17160}, \quad \sum_{j=1}^{s} b_{8j} c_{1}^{10} = \frac{1}{24024}.
\end{align*}
\]

(27)

OCs of \( y^{(9)} \)

\[
\begin{align*}
\sum_{j=1}^{s} b_{9j} &= \frac{1}{6}, \quad \sum_{j=1}^{s} b_{9j} c_{1} = \frac{1}{24}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{2} = \frac{1}{60}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{3} = \frac{1}{120}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{4} = \frac{1}{210}, \\
\sum_{j=1}^{s} b_{9j} c_{1}^{5} &= \frac{1}{336}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{6} = \frac{1}{504}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{7} = \frac{1}{720}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{8} = \frac{1}{990}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{9} = \frac{1}{1320}, \\
\sum_{j=1}^{s} b_{9j} c_{1}^{10} &= \frac{1}{1716}, \quad \sum_{j=1}^{s} b_{9j} c_{1}^{11} = \frac{1}{2184}.
\end{align*}
\]

(28)

OCs of \( y^{(10)} \)

\[
\begin{align*}
\sum_{j=1}^{s} b_{10j} &= \frac{1}{2}, \quad \sum_{j=1}^{s} b_{10j} c_{1} = \frac{1}{6}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{2} = \frac{1}{12}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{3} = \frac{1}{20}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{4} = \frac{1}{30}, \\
\sum_{j=1}^{s} b_{10j} c_{1}^{5} &= \frac{1}{42}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{6} = \frac{1}{56}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{7} = \frac{1}{72}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{8} = \frac{1}{90}, \\
\sum_{j=1}^{s} b_{10j} c_{1}^{11} &= \frac{1}{110}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{10} = \frac{1}{156}, \quad \sum_{j=1}^{s} b_{10j} c_{1}^{12} = \frac{1}{182}.
\end{align*}
\]

(29)

OCs of \( y^{(11)} \)

\[
\begin{align*}
\sum_{j=1}^{s} b_{11j} &= 1, \quad \sum_{j=1}^{s} b_{11j} c_{1} = \frac{1}{2}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{2} = \frac{1}{3}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{3} = \frac{1}{4}, \\
\sum_{j=1}^{s} b_{11j} c_{1}^{4} &= \frac{1}{5}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{5} = \frac{1}{6}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{6} = \frac{1}{7}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{7} = \frac{1}{8}, \\
\sum_{j=1}^{s} b_{11j} c_{1}^{8} &= \frac{1}{9}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{9} = \frac{1}{10}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{10} = \frac{1}{11}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{11} = \frac{1}{12}, \quad \sum_{j=1}^{s} b_{11j} c_{1}^{12} = \frac{1}{132}.
\end{align*}
\]

(30)

4.2 Derivation of the Proposed RKM Method

The algebraic equations of OCs in equations (19)-(30) have been solved using the Maple software, consequentially, we get the parameters of the proposed RKM-integrator in equations (4)-(15) which is used to solve the ODE in the Equation (1) or (3) with ICs (2) (as in Table 1)
Table 1: The Parameters of the RKM Method for Solving Twelve-Order ODEs

<table>
<thead>
<tr>
<th>C</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2}$</td>
<td>$0 0 0 0 0 0$</td>
</tr>
<tr>
<td>$\frac{55}{238} q_1$</td>
<td>$1 0 0 0 0 0$</td>
</tr>
<tr>
<td>$\frac{55}{238} + q_1$</td>
<td>$-1 1 0 0 0 0$</td>
</tr>
<tr>
<td>$\frac{1}{2} + q_2$</td>
<td>$\frac{1}{2} 1 0 0 0 0$</td>
</tr>
<tr>
<td>$\frac{1}{2} - q_2$</td>
<td>$\frac{1}{2} 1 \frac{1}{2} 0 0$</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2} \frac{1}{2} \frac{1}{2} 0$</td>
</tr>
</tbody>
</table>

\[
b_1 = \begin{pmatrix}
-\frac{2}{5} \\
-\frac{41921}{92133} \\
\frac{18763321}{40843890} + \frac{503741310}{959} \\
\frac{40843890}{959} + \frac{503741310}{959} \\
\frac{78245}{959} + \frac{31298}{959} \\
\frac{78245}{31298}
\end{pmatrix},
\quad
b_2 = \begin{pmatrix}
-\frac{2}{5} \\
\frac{41921}{184266} \\
\frac{13398059}{40843890} + \frac{8835947 q_1}{2439} \\
\frac{40843890}{2439} + \frac{8835947 q_2}{1397 q_2} \\
\frac{312980}{2439} + \frac{312980}{1397 q_2} \\
\frac{312980}{312980}
\end{pmatrix},
\quad
b_3 = \begin{pmatrix}
-\frac{1}{5} \\
-\frac{41921}{737064} \\
\frac{24880841}{163375560} + \frac{8917889 q_1}{1563} \\
\frac{163375560}{1563} + \frac{6044895720}{1563} \\
\frac{625960}{1563} + \frac{156490}{1563} \\
\frac{625960}{156490}
\end{pmatrix},
\quad
b_4 = \begin{pmatrix}
-\frac{1}{5} \\
\frac{41921}{4422384} \\
\frac{23947867}{490126680} + \frac{641793 q_1}{687} \\
\frac{490126680}{687} + \frac{641793 q_2}{71 q_2} \\
\frac{1251920}{687} + \frac{250384}{71 q_2} \\
\frac{1251920}{250384}
\end{pmatrix}
\[ b_5 = \begin{pmatrix}
-\frac{1}{60} \\
\frac{35379072}{41921} \\
\frac{46291033}{41921} + \frac{16765457q_1}{35379072} \\
\frac{3921013440}{46291033} + \frac{145077497280}{16765457q_2} \\
\frac{2503840}{249} + \frac{5007680}{189q_2} \\
\frac{2503840}{2503840} + \frac{5007680}{5007680}
\end{pmatrix}, \quad b_6 = \begin{pmatrix}
-\frac{1}{300} \\
\frac{35379072}{41921} \\
\frac{44760971}{44760971} + \frac{32426443q_1}{35379072} \\
\frac{19605067200}{44760971} + \frac{1450774972800}{32426443q_2} \\
\frac{5007680}{927} + \frac{5007680}{69q_2} \\
\frac{5007680}{5007680} + \frac{5007680}{5007680}
\end{pmatrix},
\]

\[ b_7 = \begin{pmatrix}
-\frac{1}{1800} \\
\frac{1243816093}{41921} \\
\frac{424588640}{424588640} + \frac{1725731648744947200}{1243816093q_1} \\
\frac{1725731648744947200}{1243816093q_2} + \frac{1725731648744947200}{3q_2} \\
\frac{2503840}{429} + \frac{2503840}{3q_2} \\
\frac{100153600}{100153600} + \frac{2503840}{2503840}
\end{pmatrix}, \quad b_8 = \begin{pmatrix}
-\frac{1}{12600} \\
\frac{59436840960}{41921} \\
\frac{1185432303403}{1185432303403} + \frac{858782091499q_1}{59436840960} \\
\frac{2320697956012800}{1185432303403} + \frac{1725731648744947200}{858782091499q_2} \\
\frac{1402150400}{1402150400} + \frac{1402150400}{789q_2} \\
\frac{1402150400}{1402150400} + \frac{1402150400}{1402150400}
\end{pmatrix}, \quad b_9 = \begin{pmatrix}
-\frac{1}{907200} \\
\frac{17117810196480}{41921} \\
\frac{31394760943704779}{31394760943704779} + \frac{7581274614247769q_1}{17117810196480} \\
\frac{4755519414073400555520}{31394760943704779} + \frac{1730282213810547036160}{7581274614247769q_2} \\
\frac{1887}{43q_2} + \frac{897376256}{43q_2} \\
\frac{22434406400}{22434406400} + \frac{897376256}{22434406400}
\end{pmatrix}.
\[
b_{10} = \begin{pmatrix}
\frac{-1}{9072000} \\
\frac{41921}{342356203926900}
\end{pmatrix} + \begin{pmatrix}
\frac{1}{11318136205494693221376000} \\
\frac{4443}{224344064000}
\end{pmatrix}
\]

\[
b_{11} = \begin{pmatrix}
\frac{-1}{99792000} \\
\frac{3811}{684712407859200}
\end{pmatrix} + \begin{pmatrix}
\frac{1}{148154402929925535586781184000} \\
\frac{20997}{4935569408000}
\end{pmatrix}
\]

\[
b_{12} = \begin{pmatrix}
\frac{-1}{1197504000} \\
\frac{3811}{16433097788620800}
\end{pmatrix} + \begin{pmatrix}
\frac{1}{191356347371442429557807} \\
\frac{8277}{423128974767867329635847061504000}
\end{pmatrix}
\]

Where \( q_1 = \sqrt{10434}, q_2 = \sqrt{3} \).

5. **Implementations**

We have examined the constructed RKM method that is used to solve some of the different examples. Moreover, the numerical results of these examples are shown in Figure 1.

**Example 5.1** (Linear ODE)

\[ w^{(12)}(x) = w(x), \quad 0 < x \leq b, \]

with the ICs: \( w^{(j)}(0) = (-1)^j \) for \( j = 0, 1, \ldots, 11 \).

The analytical solution is \( w(x) = e^{-x}, b = 1 \).

**Example 5.2** (Homogenous ODE)

\[ w^{(12)}(x) = w(x), \quad 0 < x \leq b \]
with the ICs: \( w^{(j)}(0) = (-1)^j \). If \( j \) is an odd number and equal to 0 otherwise where, \( j=0,1,\ldots,11 \), where the exact solution is \( w(x) = \sin(x), b = \pi \).

**Example 5.3** (ODE of variable-coefficients)
\[
 w^{(11)}(x) = (4096x^{12} - 135168x^{10} + 1520640x^8 - 7096320x^6 + 13305600x^4
- 7983360x^2 + 665280) \ w(x); \ 0 < x \leq 2.
\]
with the ICs: \( w(0) = 1, \ w^{(j)}(0) = 0 \) for \( j=1,2,\ldots,11 \), and the analytical solution is given by \( w(x) = e^{-x^2}, b = 2 \).

**Example 5.4** (Linear System of ODEs)
\[
\begin{align*}
 w_1^{(12)}(x) &= w_1(x) - w_2(x) + \frac{1}{1 + x^2} \\
 w_2^{(12)}(x) &= w_1(x) + 479001600 \ w_2^{13}(x) - e^{-x} - e^{-x},
\end{align*}
\]
with the ICs: \( w_1^{(j)}(0) = 0, \ w_1^{(j)}(0) = 1 \) for \( j-1 = i = 0,2,4,6,8,10 \)
\[
 w_2^{(k)}(0) = (-1)^k \frac{(k + 1)!}{2^{k+1}}, k = 0,1,\ldots,11.
\]
The exact solution is \( w_1(x) = e^{-x} + e^{-x}, w_2(x) = \frac{1}{1+x}, b = 2 \).

**Table 1:** A Comparison between the Absolute Errors of Numerical Solutions of the Proposed RKM-Method for Solving ODEs of Twelve-Order Versus Classical RK method in addition to the Analytical Solution for Examples 5.1

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>Exact Solutions</th>
<th>Absolute Errors of RKM method</th>
<th>Absolute Errors of RK method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000000000000000e+00</td>
<td>6.91022303215157e-15</td>
<td>8.8078282377383712e-3</td>
</tr>
<tr>
<td>0.05</td>
<td>9.512294245007140e-01</td>
<td>6.91022303215157e-14</td>
<td>8.728673479734723e-3</td>
</tr>
<tr>
<td>0.1</td>
<td>9.048374180359595e-01</td>
<td>6.91043521453157e-12</td>
<td>9.314552899595836e-3</td>
</tr>
<tr>
<td>0.15</td>
<td>8.607079764250578e-01</td>
<td>1.110223024625157e-12</td>
<td>9.507373811011116e-3</td>
</tr>
<tr>
<td>0.2</td>
<td>8.187307530779818e-01</td>
<td>1.110223024625157e-9</td>
<td>8.594941122301215e-3</td>
</tr>
<tr>
<td>0.25</td>
<td>7.78807830714049e-01</td>
<td>3.330669073875470e-9</td>
<td>8.193484893020212e-3</td>
</tr>
<tr>
<td>0.3</td>
<td>7.408182206817178e-01</td>
<td>1.110223024625157e-7</td>
<td>9.748873628911101e-3</td>
</tr>
<tr>
<td>0.35</td>
<td>7.046880978178134e-01</td>
<td>6.994405055138846e-7</td>
<td>9.284884593423785e-3</td>
</tr>
<tr>
<td>0.4</td>
<td>6.703200460356393e-01</td>
<td>3.419486915845482e-6</td>
<td>8.417347636527772e-3</td>
</tr>
<tr>
<td>0.45</td>
<td>6.37628151627732e-01</td>
<td>1.392219672879946e-6</td>
<td>8.392238112837878e-3</td>
</tr>
<tr>
<td>0.5</td>
<td>6.065306597126334e-01</td>
<td>4.909406214892422e-5</td>
<td>8.11823487332773e-4</td>
</tr>
<tr>
<td>0.55</td>
<td>5.769498103804867e-01</td>
<td>1.534661286939354e-5</td>
<td>8.76464673737626e-4</td>
</tr>
<tr>
<td>0.6</td>
<td>5.488116360940264e-01</td>
<td>4.343525539241000e-5</td>
<td>6.987474343525536e-3</td>
</tr>
<tr>
<td>0.65</td>
<td>5.220457767671016e-01</td>
<td>1.130751048350476e-4</td>
<td>6.665363257278047e-3</td>
</tr>
<tr>
<td>0.7</td>
<td>4.96558303791495e-01</td>
<td>2.741457061361530e-4</td>
<td>6.764343451456760e-3</td>
</tr>
<tr>
<td>0.75</td>
<td>4.723665527410147e-01</td>
<td>2.250938655583127e-4</td>
<td>5.6655250931183127e-3</td>
</tr>
<tr>
<td>0.8</td>
<td>4.493289641172216e-01</td>
<td>1.751143086303352e-3</td>
<td>6.95637176262313521e-3</td>
</tr>
<tr>
<td>0.85</td>
<td>4.274149319487267e-01</td>
<td>2.786537667264343e-3</td>
<td>7.667278653411121e-3</td>
</tr>
<tr>
<td>0.9</td>
<td>4.065696597405599e-01</td>
<td>2.512765244297668e-3</td>
<td>7.4297651276521138e-3</td>
</tr>
<tr>
<td>0.95</td>
<td>3.867410234545012e-01</td>
<td>1.750918463363556e-3</td>
<td>7.3673736378282604e-3</td>
</tr>
<tr>
<td>1</td>
<td>3.678794411714423e-01</td>
<td>1.937836464863628e-3</td>
<td>7.7373777736671125e-3</td>
</tr>
</tbody>
</table>
6. Discussions And Conclusion

In this study, we developed a direct numerical RKM method for solving the quasi-linear of special ODE of twelve-order. The generalized RKM integrators for solving ODEs of the order less than 12\textsuperscript{th} are a novel aspect of this work. The purpose of this study is to develop an explicit direct integrator for a particular class of 12\textsuperscript{th}-order ODEs. We have examined the effectiveness of the proposed RKM method using a variety of quasi-linear, 12\textsuperscript{th}-order ODE examples. The numerical results of the ODEs in Table 1 show that the direct RKM method is to be more accurate and efficient than the RK method, while Figure 1-(b) demonstrates that the proposed method yields that the numerical solutions and the analytical solutions are identical. Moreover, Figure 1-(b) shows the efficacy of the proposed method is better than the indirect RK method by plotting x against the log of absolute errors of the numerical RK and RKM methods. For this purpose, we can infer that RKM is more accurate and effective than the classical RK method based on the numerical outcomes that are produced by the RKM method. Finally, the constructed RKM method is more cost-effective in terms of computational time than existing indirect methods.
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