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Abstract
This paper uses classical and shrinkage estimators to estimate the system reliability (R) in the stress-strength model when the stress and strength follow the Inverse Chen distribution (ICD). The comparisons of the proposed estimators have been presented using a simulation that depends on the mean squared error (MSE) criteria.

Keywords: Inverse Chen distribution, Stress–Strength reliability model, Maximum likelihood estimator, Percentile estimator, Shrinkage estimator, Mean squared error.

1. Introduction
For the importance of the reliability of the stress-strength model, the researchers have studied systems by the different distributions, in the context of some of these studies, Rao and others (2019) estimated the reliability stress-strength model $R = P(Y < X)$, when X and Y follow the Exponentiated Inverse Rayleigh Distribution [1]. In the same year, Bareq and Alaa estimated R when X and Y follow the power distribution by different methods, namely the Maximum likelihood method, Shrinkage estimation method, Least square method and Moment method. They concluded that the constant shrinkage method is the best estimator [1]. In 2022, Eman and Abbas estimated R when the X and Y follow the odd Frechet inverse exponential distribution via different methods; Maximum likelihood method, Shrinkage estimation methods they concluded that the Preliminary Test Single Stage was the best estimator [2].
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Our aim is to derive the reliability of the stress-strength system for the Inverse Chen Distribution when the parameter is known and unknown, then the reliability is estimated using some estimations method; Maximum Likelihood Estimator (MLE), Percentile Estimator (PCE), Shrinkage Estimators. In addition, we make a comparison among the proposed estimation methods via simulation depending on the mean squared error. Chen in 2000 proposed a new two parameters lifetime distribution with a bathtub-shaped or increasing failure rate function with the following probability distribution function (PDF) and the cumulative distribution function (CDF) [3],

\[
\begin{align*}
    f(x) &= \lambda \beta (x)^{\beta-1} e^{x \beta} e^{\lambda(1-e^{x \beta})}; \quad x, \lambda, \beta > 0 \\
    F(x) &= 1 - e^{\lambda(1-e^{x \beta})}; \quad x, \lambda, \beta > 0
\end{align*}
\]

Where \( \lambda \) and \( \beta \) are shape parameters, \( X \) is a random variable following the Chen distribution, then \( Y=1/X \) follows the Inverse Chen distribution with the parameters \( \lambda \) and \( \beta \).

The PDF and CDF of \( y \) are respectively given as follows [4];

\[
\begin{align*}
    f(y) &= \lambda \beta (y)^{-(\beta+1)} e^{y \beta} e^{\lambda(1-e^{y \beta})}; \quad y, \lambda, \beta > 0, \\
    F(y) &= e^{\lambda(1-e^{y \beta})}; \quad y, \lambda, \beta > 0.
\end{align*}
\]

As well, the reliability and hazard functions are given as follows:

\[
\begin{align*}
    R(y) &= 1 - F(y) = 1 - e^{\lambda(1-e^{y \beta})}, \\
    h(y) &= \frac{f(y)}{R(y)} = \frac{\lambda \beta (y)^{-(\beta+1)} e^{y \beta} e^{\lambda(1-e^{y \beta})}}{1 - e^{\lambda(1-e^{y \beta})}},
\end{align*}
\]

**Figure 1:** The plots of pdf and cdf, respectively of random variable \( Y \) follows ICE \( (y;\lambda,\beta) \) for some special choices of the parameter \( \lambda = (1.5, 2, 3, 4) \) and \( \beta = 2.5 \), (a) Frame 1 (b) Frame 2.
Throughout this paper, we assume that the random variable $Y$ represents the stress, and the random variable $X$ mentions the strength in the model of stress-strength (S-S) which are considered to distribute ICD ($\lambda_1, \beta$) and ICD ($\lambda_2, \beta$), respectively. When the strength exceeds the stress in the distribution, the system will work and this indicates that the reliability system $R = P(Y < X)$ in the model of stress-strength is performance.

Now, the system reliability of this stress-strength (S-S) model can be derived as follows:

\[
R = P(Y < X) = \int_0^\infty F_Y(x) f(x) \, dx
\]

\[
= \int_0^\infty e^{\lambda_2(1-e^{-\beta x})} \lambda_1 \beta x^{-\beta} e^{\lambda_1(1-e^{-\beta x})} \, dx.
\]

Assume that, $w = 1 - e^{-\beta x}$, we get $x = \left[\ln(1-w)\right]^{1/\beta}$

\[
Sodx = \frac{1}{\beta} * \left[\ln(1-w)\right]^{1/\beta - 1} + \frac{1}{1-w} \, dw.
\]

Then we obtain

\[
R = \lambda_1 \int_{-\infty}^0 e^{(\lambda_1 + \lambda_2)w} \, dw, R = \frac{\lambda_1}{\lambda_1 + \lambda_2}, \quad (7)
\]

2. Estimation Methods of $R = P(Y < X)$


Let $x_1, x_2, \ldots, x_n$ from ICE ($\lambda_1, \beta$) and $y_1, y_2, \ldots, y_m$ from ICE ($\lambda_2, \beta$). Then, the likelihood function turns into:

\[
L = L(\lambda_1, \lambda_2, \beta; x,y) = \prod_{i=1}^n f(x_i) \prod_{j=1}^m f(y_j)
\]

\[
= \prod_{i=1}^n \lambda_1 \beta x_i^{-(\beta+1)} e^{\lambda_1(1-e^{-\beta x_i})} \prod_{j=1}^m \lambda_2 \beta y_j^{-(\beta+1)} e^{\lambda_2(1-e^{-\beta y_j})}
\]

\[
\ln(l) = n \ln \lambda_1 + m \ln \lambda_2 + (n + m) \ln \beta - (\beta + 1) \sum_{i=1}^n \ln(x_i) + \sum_{j=1}^m \ln(y_j) + \sum_{i=1}^n \ln(1-e^{-\beta x_i}) + (-\beta + 1) \sum_{i=1}^n \ln(x_i) + \sum_{j=1}^m \ln(y_j) + \sum_{i=1}^n \lambda_1 (1-e^{-\beta x_i}) + \sum_{j=1}^m \lambda_2 (1-e^{-\beta y_j})
\]

\[
\frac{\partial \ln(l)}{\partial \lambda_1} = \frac{n}{\lambda_1} + n - \sum_{i=1}^n \left(e^{x_i} \beta\right)
\]
\[ \frac{\partial \ln(l)}{\partial \lambda_2} = \frac{m}{\lambda_2} + m - \sum_{j=1}^{m} (e^{y_j - \beta}) \]

The maximum likelihood estimator of the parameters \( \lambda_1 \) and \( \lambda_2 \) becomes, respectively as follows:

\[ \hat{\lambda}_{1 \text{mle}} = \frac{n}{\sum_{j=1}^{m} (e^{x_i - \beta}) - n}, \]

\[ \hat{\lambda}_{2 \text{mle}} = \frac{m}{\sum_{j=1}^{m} (e^{y_j - \beta}) - m}. \]

By substituting \( \hat{\lambda}_{1 \text{mle}} \) and \( \hat{\lambda}_{2 \text{mle}} \) in equation (7), the reliability estimation model \( \hat{R}_{\text{mle}} \) has been getting:

\[ \hat{R}_{\text{mle}} = \frac{\hat{\lambda}_{1 \text{mle}}}{\hat{\lambda}_{1 \text{mle}} + \hat{\lambda}_{2 \text{mle}}}. \]

2.2 Percentile Estimator Method:[5]

Let \( X \sim \text{ICD}(\lambda_1, \beta) \) and \( Y \sim \text{ICD}(\lambda_2, \beta) \), then the Percentile estimator is obtained by minimizing the sum of squared between the value and expected value of CDF as follows:

\[ P = \sum_{i=1}^{n} \left[ E(F(x_i)) - F(x_i) \right]^2. \]

\[ F(x_i) = e^{\lambda_1 (1 - e^{x_i - \beta})} \] And, \( E(F(x_i)) = P_i \). Such that: \( P_i = \frac{i}{n+1} \); \( i=1, 2 \ldots n \).

Now, the percentile estimator of \( \lambda_1 \) is obtained by minimizing the following:

\[ \ln P = \sum_{i=1}^{n} \left[ \ln P_i - \ln (e^{\lambda_1 (1 - e^{x_i - \beta})}) \right]^2. \]

\[ \frac{\partial \ln P}{\partial \lambda_1} = 2 \sum_{i=1}^{n} \left[ \ln P_i - \lambda_1 (1 - e^{x_i - \beta}) \right] \left[ - (1 - e^{x_i - \beta}) \right], \text{then we} \]

\[ 2 \sum_{i=1}^{n} \left[ \ln P_i - \lambda_1 (1 - e^{x_i - \beta}) \right] \left[ - (1 - e^{x_i - \beta}) \right] = 0 \]

Hence, the percentile estimator of \( \lambda_1 \) is:

\[ \hat{\lambda}_{1 \text{PCE}} = \frac{\sum_{i=1}^{n} \ln P_i (1 - e^{x_i - \beta})}{\sum_{i=1}^{n} (1 - e^{x_i - \beta})^2}; \quad P_i = \frac{i}{n+1}, \quad i=1, 2, \ldots, n \]

We obtain the percentile estimator of \( \lambda_2 \), \( \hat{\lambda}_{2 \text{PCE}} = \frac{\sum_{j=1}^{m} \ln P_j (1 - e^{y_j - \beta})}{\sum_{j=1}^{m} (1 - e^{y_j - \beta})^2}; \quad P_j = \frac{j}{m+1}, \quad j=1, 2, \ldots, m \)

By substituting \( \hat{\lambda}_{1 \text{PCE}}, \hat{\lambda}_{2 \text{PCE}} \) in equation (7), we obtain \( \hat{\lambda}_{1 \text{PCE}}, \hat{\lambda}_{2 \text{PCE}} \) in equation (12),

\[ \hat{R}_{\text{PCE}} = \frac{\hat{\lambda}_{1 \text{PCE}}}{\hat{\lambda}_{1 \text{PCE}} + \hat{\lambda}_{2 \text{PCE}}}. \]

2.3 Shrinkage Estimation Method

In the year 1968, J.R. Thompson recommended the problem of shrink a traditional estimator \( \hat{\lambda} \) of the parameter \( \lambda \) to earlier estimate \( \hat{\lambda}_0 \) via shrinkage weight factor \( k(\hat{\lambda}) \), where \( 0 \leq k(\hat{\lambda}) \leq 1 \). He trusts that \( \hat{\lambda}_0 \) is very neighboring to the actual value of \( \lambda \). Consequently, the formula of - Type shrinkage estimator considered by Thompson (1968) for \( \hat{\lambda} \) say \( \hat{\lambda}_{sh} \) becomes [6].

\[ \hat{\lambda}_{sh} = k \hat{\lambda}_{mle} + (1 - k) \hat{\lambda}_0. \]

2.3.1 The Shrinkage Weight Function estimators (Sh1).

In this subsection, the shrinkage weight factor is suggested as a function of sample sizes \( n \) and \( m \) respectively that is considered as the form below.

i.e. \( k_1(\hat{\lambda}_1) = \frac{e^{-\hat{\lambda}_1}}{n} \), and \( k_2(\hat{\lambda}_2) = \frac{e^{-\hat{\lambda}_2}}{m} \).
The shrinkage estimator of $\lambda_1$ and $\lambda_2$ using the previously considered shrinkage weight function is

$$\hat{\lambda}_{1sh1} = k_i(\hat{\lambda}_i)\hat{\lambda}_{mle} + (1 - K_i(\hat{\lambda}_i))\lambda_{i0}, i=1, 2.$$  \hspace{1cm} (14)

The shrinkage estimation $\hat{R}_{sh1}$ in equation (7) using shrinkage weight function estimators is to be:

$$\hat{R}_{sh1} = \frac{\hat{\lambda}_{1sh1}}{\hat{\lambda}_{1sh1} + \hat{\lambda}_{2sh1}}.$$  \hspace{1cm} (15)

2.3.2. Beta Shrinkage Factor estimator ($Sh_2$): [7]

In this case, the assumption of $k(\hat{\lambda})$ for the Beta shrinkage weight factor has been taken as $k_1(\hat{\lambda}_1) = (1,n)$, and $k_2(\hat{\lambda}_2) = \beta(1,m)$ and this implies the following shrinkage estimators:

$$\hat{\lambda}_{1sh2} = \beta(1,n)\hat{\lambda}_{1mle} + (1 - \beta(1,m))\lambda_{i0},$$  \hspace{1cm} (16)

$$\hat{\lambda}_{2sh2} = \beta(1,n)\hat{\lambda}_{2mle} + (1 - \beta(1,m))\lambda_{20}.$$  \hspace{1cm} (17)

Substituting $\hat{\lambda}_{1sh2}$, $\hat{\lambda}_{2sh2}$ in equation (7), then the reliability estimation of the stress-strength model using Beta shrinkage factor estimator will become as follows:

$$\hat{R}_{sh2} = \frac{\hat{\lambda}_{1sh2}}{\hat{\lambda}_{1sh2} + \hat{\lambda}_{2sh2}}.$$  \hspace{1cm} (18)

3. Simulation Experiments

In this section, numerical consequences were premeditated to compare the performance of the unalike estimators of system reliability consuming numerous sample sizes (30, 70 and 100) created on 1000 replication through criteria of mean squared error MSE. For this aim, Monte Carlo simulation was considered in creating the random sample from the uniform distribution over (0, 1) interval as $u_1$, $u_2$, ..., $u_n$ and $v_1$, $v_2$, ..., $v_m$. The generating uniform random samples transform to follow IC distributions for different random sample $n$ depending on (c. d. f.), [8].

$$F(x_i) = e^{\lambda_1(1-e^{x_i^{-\beta}})},$$

$$U_i = e^{\lambda_1(1-e^{x_i^{-\beta}})},$$

$$x_i = (\ln(1 - \frac{\ln U_i}{\lambda_1}))^{-\frac{1}{\beta}},$$

by the same method, we get $y_j$, $y_j = (\ln(1 - \frac{\ln v_j}{\lambda_2}))^{-\frac{1}{\beta}}$.

The following steps, compute the real value of $R$ in equation (7) and the value of estimation methods of all proposal method $\hat{R}_{mle}$, $\hat{R}_{PCE}$, $\hat{R}_{sh1}$ and $\hat{R}_{sh2}$ in equations (10), (12), (15) and (18), respectively.

Based on (L=1000) replication, the MSE is calculated for all proposed estimation methods as follows:

$$MSE = \frac{1}{L}\sum_{i=1}^{L}(\hat{R}_i - R)^2.$$  \hspace{1cm}  

For this situation, the estimation of the reliability system of stress-strength model for specific values of the parameters of $\lambda_1$ and $\lambda_2$ was placed in the resulting tables below:

**Table 1**: Values of the $\hat{R}$ when $R = 0.40000$, $\lambda_1 = 2$, $\lambda_2 = 3$, and $\beta = 2.5
### Table 2: Values MSE of the $\hat{R}$ when $R = 0.40000, \lambda_1 = 2, \lambda_2 = 3, and \beta = 2.5$.

<table>
<thead>
<tr>
<th>(n,m)</th>
<th>$R_{\text{mle}}$</th>
<th>$R_{\text{sh1}}$</th>
<th>$R_{\text{sh2}}$</th>
<th>$R_{\text{pce}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30,30)</td>
<td>0.50148</td>
<td>0.39856</td>
<td>0.39855</td>
<td>0.43788</td>
</tr>
<tr>
<td>(30,70)</td>
<td>0.50824</td>
<td>0.39128</td>
<td>0.39217</td>
<td>0.55133</td>
</tr>
<tr>
<td>(30,100)</td>
<td>0.50976</td>
<td>0.38935</td>
<td>0.39077</td>
<td>0.62928</td>
</tr>
<tr>
<td>(70,30)</td>
<td>0.49397</td>
<td>0.40692</td>
<td>0.40586</td>
<td>0.29855</td>
</tr>
<tr>
<td>(70,70)</td>
<td>0.50059</td>
<td>0.39958</td>
<td>0.39944</td>
<td>0.43227</td>
</tr>
<tr>
<td>(70,100)</td>
<td>0.50213</td>
<td>0.39763</td>
<td>0.39804</td>
<td>0.47435</td>
</tr>
<tr>
<td>(100,30)</td>
<td>0.49239</td>
<td>0.40178</td>
<td>0.40103</td>
<td>0.38737</td>
</tr>
<tr>
<td>(100,70)</td>
<td>0.49895</td>
<td>0.39983</td>
<td>0.39963</td>
<td>0.43028</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.50047</td>
<td>0.39983</td>
<td>0.39963</td>
<td>0.43028</td>
</tr>
</tbody>
</table>

### Table 3: Values of the $\hat{R}$ when $R = 0.60000, \lambda_1 = 2, \lambda_2 = 3, and \beta = 2.5$.

<table>
<thead>
<tr>
<th>(n,m)</th>
<th>$R_{\text{mle}}$</th>
<th>$R_{\text{sh1}}$</th>
<th>$R_{\text{sh2}}$</th>
<th>$R_{\text{pce}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30,30)</td>
<td>0.49853</td>
<td>0.60143</td>
<td>0.60145</td>
<td>0.56461</td>
</tr>
<tr>
<td>(30,70)</td>
<td>0.50580</td>
<td>0.59308</td>
<td>0.59414</td>
<td>0.70799</td>
</tr>
<tr>
<td>(30,100)</td>
<td>0.50759</td>
<td>0.59086</td>
<td>0.59254</td>
<td>0.73994</td>
</tr>
<tr>
<td>(70,30)</td>
<td>0.49192</td>
<td>0.60872</td>
<td>0.60783</td>
<td>0.42596</td>
</tr>
<tr>
<td>(70,70)</td>
<td>0.49939</td>
<td>0.60042</td>
<td>0.60056</td>
<td>0.57214</td>
</tr>
<tr>
<td>(70,100)</td>
<td>0.50114</td>
<td>0.59822</td>
<td>0.59897</td>
<td>0.61200</td>
</tr>
<tr>
<td>(100,30)</td>
<td>0.48997</td>
<td>0.61066</td>
<td>0.60923</td>
<td>0.39722</td>
</tr>
<tr>
<td>(100,70)</td>
<td>0.49881</td>
<td>0.60237</td>
<td>0.60196</td>
<td>0.49744</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.49999</td>
<td>0.60017</td>
<td>0.60037</td>
<td>0.56076</td>
</tr>
</tbody>
</table>

### Table 4: Values MSE of the $\hat{R}$ when $R = 0.60000, \lambda_1 = 2, \lambda_2 = 3, and \beta = 2.5$.
Table 5: Values of the $\hat{R}$ when $R = 0.42857, \lambda_1 = 1.5, \lambda_2 = 2, \text{and } \beta = 2.5$.

<table>
<thead>
<tr>
<th>(n,m)</th>
<th>$R_{\text{mle}}$</th>
<th>$R_{\text{sh}1}$</th>
<th>$R_{\text{sh}2}$</th>
<th>$R_{\text{pce}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30,30)</td>
<td>0.49435</td>
<td>0.42708</td>
<td>0.42706</td>
<td>0.45475</td>
</tr>
<tr>
<td>(30,70)</td>
<td>0.50822</td>
<td>0.41862</td>
<td>0.41965</td>
<td>0.60467</td>
</tr>
<tr>
<td>(30,100)</td>
<td>0.52101</td>
<td>0.41637</td>
<td>0.41802</td>
<td>0.64788</td>
</tr>
<tr>
<td>(70,30)</td>
<td>0.49576</td>
<td>0.43666</td>
<td>0.43545</td>
<td>0.30247</td>
</tr>
<tr>
<td>(70,70)</td>
<td>0.50720</td>
<td>0.42814</td>
<td>0.42799</td>
<td>0.45529</td>
</tr>
<tr>
<td>(70,100)</td>
<td>0.49967</td>
<td>0.42589</td>
<td>0.42637</td>
<td>0.50339</td>
</tr>
<tr>
<td>(100,30)</td>
<td>0.49335</td>
<td>0.43918</td>
<td>0.43728</td>
<td>0.27439</td>
</tr>
<tr>
<td>(100,70)</td>
<td>0.49591</td>
<td>0.43065</td>
<td>0.42981</td>
<td>0.39452</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.49966</td>
<td>0.42840</td>
<td>0.42819</td>
<td>0.45426</td>
</tr>
</tbody>
</table>

Table 6: Values MSE of the $\hat{R}$ when $R = 0.42857, \lambda_1 = 1.5, \lambda_2 = 2, \text{and } \beta = 2.5$.

<table>
<thead>
<tr>
<th>(n,m)</th>
<th>$\text{MSE}_{\text{mle}}$</th>
<th>$\text{MSE}_{\text{sh}1}$</th>
<th>$\text{MSE}_{\text{sh}2}$</th>
<th>$\text{MSE}_{\text{pce}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30,30)</td>
<td>0.004326815</td>
<td>0.000002229</td>
<td>0.000002288</td>
<td>0.078072571</td>
</tr>
<tr>
<td>(30,70)</td>
<td>0.006344499</td>
<td>0.000099130</td>
<td>0.000079578</td>
<td>0.110734471</td>
</tr>
<tr>
<td>(30,100)</td>
<td>0.008545349</td>
<td>0.000148915</td>
<td>0.000111274</td>
<td>0.123165597</td>
</tr>
<tr>
<td>(70,30)</td>
<td>0.004514068</td>
<td>0.000065410</td>
<td>0.000047326</td>
<td>0.082695078</td>
</tr>
<tr>
<td>(70,70)</td>
<td>0.006182145</td>
<td>0.00000187</td>
<td>0.00000329</td>
<td>0.078876381</td>
</tr>
<tr>
<td>(70,100)</td>
<td>0.005055343</td>
<td>0.00007182</td>
<td>0.00004830</td>
<td>0.08751118</td>
</tr>
<tr>
<td>(100,30)</td>
<td>0.004196122</td>
<td>0.000112577</td>
<td>0.000075754</td>
<td>0.085299915</td>
</tr>
<tr>
<td>(100,70)</td>
<td>0.004534515</td>
<td>0.000004318</td>
<td>0.000001542</td>
<td>0.079085030</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.005053347</td>
<td>0.00000029</td>
<td>0.000000146</td>
<td>0.079139840</td>
</tr>
</tbody>
</table>

Table 7: Values of the $\hat{R}$ when $R = 0.57143, \lambda_1 = 2, \lambda_2 = 1.5, \text{and } \beta = 2.5$.
4. Numerical Results Analysis

From the previous tables of the simulation experiment, for all n and m = 30, 70, 100, we conclude that the best estimators by the following:

1- When n ≠ m, the minimum (MSE) for $\hat{R}_{sh1}$ held using the Beta shrinkage estimator it is the best and follows the shrinkage weight factor estimator $sh1$.

2- When n = m, the minimum (MSE) for $\hat{R}_{sh2}$ held using the shrinkage weight factor estimator it is the best and follows the Beta shrinkage estimators $sh2$.

3- For all n and m, the third of the best estimator is the Maximum Likelihood Estimator and follows the Percentile Estimator.

5. Conclusion

In the absence of real data, we study the performance of the estimator obtained from simulated and the tables of simulation show that the estimate of the reliability system using shrinkage estimators method $Sh1$ was the best performance when n = m. However, the shrinkage weight factor estimator $Sh2$ was the best in the other cases for n and m.
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