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Abstract
Due to the lack of vehicle-to-infrastructure (V2I) communication in the existing transportation systems, traffic light detection and recognition is essential for advanced driver assistant systems (ADAS) and road infrastructure surveys. Additionally, autonomous vehicles have the potential to change urban transportation by making it safe, economical, sustainable, congestion-free, and transportable in other ways. Because of their limitations, traditional traffic light detection and recognition algorithms are not able to recognize traffic lights as effectively as deep learning-based techniques, which take a lot of time and effort to develop. The main aim of this research is to propose a traffic light detection and recognition model based on a transfer learning-based model that uses the Inception-V3 network model to significantly reduce the amount of training data and computing costs. The proposed model was trained and tested in the laboratory for the intelligent and safe automobiles (LISA) traffic light dataset, which has been augmented by several pre-processing methods. Then, using different convolution and pooling techniques, the retrieved layer-wise features were compared and analyzed. Lastly, great reliability and repeatability are seen based on statistical analysis when the transfer learning-based model is frequently retrained utilizing precise tuning parameters. The results demonstrate that a transfer learning-based model is capable of high-level recognition performance in the proposed model, with an accuracy rate of 98.6%.
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1. Introduction

Road accidents have increased recently over the past several years due to the increased use of vehicles for transportation. According to Symeonidis et al. [1], one of the major factors contributing to traffic accidents is drivers who ignore traffic lights, including red lights. Many governments have installed video cameras to monitor the road and record vehicle accidents to decrease the number of accidents caused by disobeying traffic lights. However, implementing this approach would be costly and would not provide a true solution to avoiding accidents. As a result, many vehicle manufacturers attempted to integrate advanced driver assistant systems (ADAS), including the traffic light detection and recognition system, into their vehicles to assist drivers while driving [2, 3]. These systems are made to be integrated into vehicles so that they may provide drivers with advice while being ready to correct several driving mistakes to prevent accidents without bothering the driver.

There are two phases in a traffic light detection and recognition systems: detection and recognition. Localizing traffic lights in an image is called traffic light detection, while correctly labelling them is called traffic light recognition [4]. Moreover, traffic lights, often referred to as traffic control signals can be found at road intersections, pedestrian crossings, and several other places. Red, yellow, and green traffic lights are the three main types.

The new version of the Microsoft Common Object in Context (MS COCO) dataset, which is divided into 80 object classes and different super categories like a person, vehicle, traffic light, bird, laptop, and other objects [5], was used in this study along with the Object Detection API of TensorFlow to detect traffic lights in road images. According to Gautam and Kumar [3] and Mahesh and Satich [6], traffic light detection and recognition is a challenge due to several factors, such as:

1. the size of very small traffic lights,
2. the color of traffic lights, particularly red ones, will coincide with the potential vehicles’ backlight, streetlights, or decorative lights in night vision.
3. orientation of the traffic lights, and others.

Prior studies on traffic light detection and recognition have used map information [7], template matching [8], spotlight detection and color thresholding [9], among other techniques. All these systems depend on assumptions. They usually require a recognizable background and traffic light images that are at least a certain size for the algorithm to operate or assume the existence of maps that already know where every traffic light in the area is placed. Machine learning has reached a golden time of development because of the continuous development of computer technology, which has significantly reduced the limitations of artificial neural networks (ANN) [10]. In addition, significant advancements were achieved in several
applications, especially computer vision. Considering the current improvement of deep neural networks, which are types of machine learning. As mentioned in [2, 6, 11], deep neural network techniques have been used for image classification, end-to-end object detection, pixel-precise object segmentation, and other vision applications. A deep neural network model mimics the way the human brain processes information [6]. Therefore, the robustness and generalization of the algorithms might be improved by using deep neural network models rather than the traditional traffic light detection and recognition techniques to extract useful features from the road images.

In this study, a transfer learning-based model for the precise detection and recognition of traffic lights is proposed.

The proposed model uses TensorFlow’s Inception-V3 Convolutional Neural Network (CNN) model for transfer learning. Moreover, it was trained using the laboratory for intelligent and safe automobiles (LISA) dataset, which contains a variety of images (both day and night vision). The proposed model achieves its goal by classifying the traffic light colors when they are detected.

Even though the results from deep convolutional neural networks outperform feature-based techniques on traffic light detection and recognition, they still have two weaknesses. The first is that deep learning models are typically created through an iterative, convoluted process, in which the training phase necessitates a large amount of labelled data [12–14]. Second, there would be a substantial cost associated with computing due to the vast number of neuron connections [3, 12]. The transfer learning approach for traffic light detection and recognition is introduced in this research to address these two weaknesses.

Hussain et al. [12] stated that the main goal of transfer learning is to study how individuals might transfer knowledge from one situation to another with similar situations. Transfer of learning is now regarded to be the process by which earlier experiences enhance learning results in a new context [3, 12–14]. This indicates that a pre-trained model may be used to carry out the same task by learning new data distribution and adjusting model parameters at each layer. The proposed model is trained and evaluated using Google Colab Notebook and GPU (Graphical Processing Unit) hardware. As a result, this research paper’s reported results are GPU-based.

The remainder of this paper is organized as follows: In Section 2, a number of related works in the field of traffic light detection and recognition are reviewed. Several theoretical concepts related to the proposed model are provided in Section 3. Section 4 provides a detailed discussion of the proposed model’s architecture while the results are assessed in Section 5. Finally, the study’s conclusion is presented in Section 6.

2. Related Works

Detection and recognition of objects in an image have been the subject of several ongoing studies. Thus, a literature review was carried out to examine the ongoing research and review current developments.

Traffic light detection and recognition techniques may be divided into three categories: image processing-based, machine learning-based, and map-based techniques. As stated by [1, 7, 15], each of these techniques makes reliable predictions. A single or several processes will be applied to the image in the image processing-based technique to achieve the desired result.
Widyantoro and Saputra [4] accomplished traffic light detection and recognition using color segmentation and Circle Hough Transform (CHT), while Mu et al. [15] were able to do the same thing by converting RGB (Red, Green, and Blue) to HSV (Hue, Saturation, and Value), filtering, employing histogram of oriented gradient (HOG) features, and using the support vector machine (SVM) deep learning technique.

To analyze traffic lights at night vision, Pillai et al [9] developed a system that detects taillights using different morphological operations, including filtering extraction, thresholding, and other operations. On the other hand, adaptive background suppression filters were proposed by Shi et al. [16] as a fast and reliable solution for traffic light detection under various lighting situations.

Furthermore, De Charette and Nashashibi [17] developed a real-time traffic light detection and recognition system for intelligent vehicles. The proposed system is fully based on image processing. Spotlight detection is used to accomplish the detection phase in grayscale images, and the regions that show traffic light detection are then chosen. Subsequently, using general adaptive templates, the recognition step is achieved.

Touma and Abbas [18] suggested a traffic light detection and recognition system based on digital image processing by using three steps: image subtraction, traffic light segmentation, and traffic light recognition (using two methods CHT and morphological operations). Image cropping, grayscale conversion, image subtraction, and other image processing techniques have all been used. The system was evaluated based on day and night vision. Even though the steps to image processing are quite straightforward and uncomplicated, it passes through crucial stages including thresholding and filtering. In these steps, small errors in computation or deviations from standards may result in unclear results that are highly undesired in sensitive traffic light detection and recognition situations. To prevent these challenges, machine learning-based solutions are employed separately or in combination with several processing techniques to eliminate confusing instructions, such as [1, 3, 13, 19, 20] proposed traffic light detection and recognition systems based on deep learning methods.

Current traffic light recognition methods consist mostly of two steps: extracting image features and using a high-quality classifier or matching a template for classification. The primary distinctive features of a traffic light are its color and intensity, which may be utilized to identify its location in an image. A system that can locate traffic lights and recognize their status in a video sequence was proposed by Symeonidis et al. [1]. The detection phase was accomplished by applying several image processing techniques, such as image cropping, the Gaussian low-pass filter, color transformation, segmentation, morphological dilation, Canny edge detection, and CHT. Additionally, a CNN-based technique was used for the recognition phase. Since the LISA traffic light dataset includes both daytime and night-time video sequences, it was used to evaluate the proposed system.

Wang et al. [19] developed a deep learning-based traffic light detection and recognition system that can automatically extract representation and robust features from the input image without the need for artificial features. The system is divided into two phases: regional proposal, which is achieved using several image processing techniques, including the Gaussian filter, color conversion (RGB to HSI), Top-hat transform, and traffic light classification using CNN-based techniques.
Moreover, a deep learning-based system for recognizing traffic lights was proposed by Madhu and Nair [20], and trained and evaluated using data from the LISA traffic light dataset. The system comprises of Single Shot MultiBox Detection (SSD) for detection and Faster R-CNN inception-V2 for recognition processes.

As has already been stated, adopting deep learning-based systems will present several challenges, including the need for a huge amount of data during the training phase, as well as a large number of connections between neurons, both of which might result in high computing costs. As a result, some approaches, like this study, used transfer learning as the basis for their solutions. Pathak and Elster [13] created a traffic monitoring model to prevent accidents. On their own-created VOC dataset, they used YOLO-V2, a homogeneous convolutional architecture that speeds up bounding box prediction. The proposed model is based on the transfer learning approach.

In addition, Gautam and Kumar [3] proposed a traffic light detection and recognition system using a variety of CNN-based transfer learning models that have been pre-trained, including VGG16, Inception-V3, AlexNet, ResNet50, DensNet121, and Xception, using the fully accessible LISA traffic light dataset. To determine the color of the observed traffic light image, they also applied a random forest classifier. Finally, they claimed that transfer learning speeds up the training process and that using a transfer learning-based model was superior to building the model from scratch in terms of results.

Based on a detailed analysis of transfer learning and TensorFlow’s object detection APIs, which are helpful to detect and classify objects in images and videos, there are several gaps that other relevant studies have not considered. Finding the best solution for these gaps is the contribution of this study, and they are as follows: (1) Using a transfer learning-based model instead of traditional learning. Machine learning operates in isolation from traditional learning. It learns how to perform a certain task when given a large enough dataset. When assigned to solving a new issue, it cannot return to any previously acquired information. On the other hand, transfer learning depends on previously acquired tasks to learn new ones. The algorithm can store and retrieve information. (2) Using a small amount of training data and reducing computational costs due to the transfer learning-based model in proposing the traffic light detection and recognition system. As mentioned in [3, 12, 14], transfer learning-based models speed up learning, produce high-quality results, and reduce computational costs. (3) Considering the proposed system may be implemented in other real-time applications, it must utilize a quick and reliable deep learning algorithm. In comparison with previous traffic light detection and recognition systems, the proposed system, which is based on the Inception-V3 CNN architecture, delivers quick and accurate results.

3. Theoretical Background

The proposed system uses a CNN-based model and the pretrained Inception-V3 architecture. Furthermore, the system is learned and evaluated using the transfer learning-based technique, these popular deep learning topics are explained more below.

3.1 Convolutional Neural Networks (CNNs)

Convolutional Neural Networks, often known as CNNs or ConvNets, are multi-stage deep architectures that combine convolutional layers with pooling or subsampling layers, followed by one or more fully connected layers. As stated by [10, 21, 22], its hierarchical network architecture makes it simpler to acquire invariant features and gather layer-by-layer
representations from lower to higher layers. A classic CNN architecture that was used to recognize digits is shown in Figure 1 [24].

![Standard architecture of the CNN](image)

**Figure 1:** Standard architecture of the CNN [24]

In the illustration above, inputs are fed to develop a representation of the features using two-phase convolutional and subsampling processes, and a Gaussian classifier is then used to produce a probabilistic distribution. The CNN is made up of three main components [14, 23]:

1. **Convolutional operation:** it slides a weighted window over the whole image to calculate the weighted total of the input pixel values. To prevent the input from being used to learn useless linear representations, a non-linear activation operation known as the activation function is then implemented [11]. There are several activation functions used for this, such as the Rectified Linear Unit (ReLU), Softmax, tanH, and Sigmoid. Each of these functions has a unique purpose. [11, 10] stated that for a CNN model with binary classification, sigmoid and softmax functions are preferred, whereas softmax is typically applied for multiclass classification. According to [11, 14, 23], ReLU is one of the most efficient activation functions, where a non-negative piecewise function always returns the largest value between 0 and the input, to compute, it uses the formula below.

$$f(x) = \max(0, x)$$

(1)

Convolutional operation is defined as the input $X$ convolved with a filter $W$ of dimension $(N_x, N_y)$. The outcome of $Y$ is mathematically described in the following formula:

$$Y = f\left(\sum_{i=1}^{n} X_i \ast W + b_i\right)$$

(2)

Where $f$ represents the activation function, $n$ stands for the number of elements and $b_i$ is the bias of output. In conclusion, the element-wise multiplication of the input and weight matrix yields the weighted sum of the input pixel values in a 2D convolutional process.

2. **Pooling operation:** this operation often comes after the convolutional operation. By moving a weighted window over the pixel matrix, it accumulates small pixel pitches and subsamples the features of the preceding layer. Therefore, the main objective of this operation is to reduce the size of the convolved feature map to reduce computational costs [23]. There are three common types of pooling operations:

- **Max pooling:** the largest feature is extracted from the feature map.
• **Average pooling**: calculates the average of the features in a region of a predefined size inside an image.
• **Sum pooling**: calculates the sum of the features inside an area of a predefined size within an image.

This layer often acts as a connection between the convolutional layer and the fully-connected layer.

3. **Fully-connected layer**: it generally uses a sequence of affine transformations to convert feature mappings into 1D feature vectors before adding a classifier to generate class-specific probability distributions. The Softmax classifier is widely used to normalize the label probability in object recognition, as shown mathematically below.

\[
softmax(y_i) = \frac{e^{y_i}}{\sum_{j=1}^{n} e^{y_j}}
\]  

Where the elements of the input vector are all size \(y_i\) values. The normalization term appears at the bottom of the formula, which ensures that the function’s output values all sum to 1 and are inside the range (0, 1), producing a valid probability distribution. Additionally, \(n\) indicates the number of classes in the multi-class classifier, in this study \(n\) is equal to 4.

The local connection, pooling operation, shared weight, and hierarchical design of the CNN are its four main features [22, 24]. According to previous research on the function of the visual cortex, human cognition of the actual world extends from local to global. Since each neuron records local features and combines them with local information to represent the entire image in a higher layer, CNNs are created to mimic human visual mechanisms. Through a local connection, convolutional and pooling processes may obtain significant and unique feature representations of a given set of data. Furthermore, sharing weights is used in convolution and pooling operations using sliding weighted windows. The concept of sharing weight illustrates how spatial identity, which is a statistical feature for the entire image [10], can be shared. As a result, features may be extracted from the image at each pixel point using the same weights. In addition, hierarchical architecture is used to investigate correlations between neurons in adjacent layers to extract layer-wise features. In contrast to a fully connected network, CNN’s distinctive architecture makes the extraction of notable features simpler while reducing parameter counts and neuron connections. In summary, CNNs, especially for the Inception-V3 model, are the most advanced technologies in the computer vision field and are often used for image recognition and classification tasks [12, 14, 25].

3.2 **Inception-V3 Model**

CNN classifiers achieved a significant milestone with the invention of the Inception network. Before its establishment, the majority of popular CNNs stacked convolutional layers deeper and deeper to improve performance [25]. Szegedy et al. [25] and Xia et al. [26] stated that despite the complexity of the Inception neural networks, they used a variety of techniques to enhance performance, both in terms of speed and accuracy. Multiple versions of the Inception: Inception-V1 or GoogleNet (2014), Inception-V2 (2015), Inception-V3 (2015), Inception-V4 and Inception-ResNet (2016) were developed due to its continuous development [25]. Each new version is an improvement over the previous one. Inception-V3 was trained on a dataset consisting of 1,000 classes from the original ImageNet dataset, which was trained with over one million training images. The traffic light is one of these classes on which the model has been trained to classify the color states. Annually, the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is a significant image recognition and classification competition [27]. Eventually, several convolutional models were developed to decrease the Top-5 error rate, which is the percentage of times the classifier failed to include the correct class among its five predictions while classifying objects. Figure 2 depicts CNN object
recognition Top-5 error rates using ImageNet [14], and GoogleNet (Inception-V1) has achieved remarkable recognition achievements. According to the results, the recognition performance can be improved with a deeper model layer.

![Figure 2](image-url)

**Figure 2**: Top-5 error of representative CNN algorithms [14] (Abbreviations: ResNet (Residual Network), GoogleNet (Google Inception Net), and VGG (Visual Geometry Group))

As discussed in [12, 14], the Inception-V3 model performs better in terms of object recognition than GoogleNet (Inception-V1). Inception-V3 consists of a basic convolutional block, an enhanced Inception module, and a classifier [14]. For feature extraction, the basic convolutional block, which alternates between convolutional and pooling layers, is applied. Besides, Network In Network (NIN) [28], where multi-scale convolutions are performed concurrently, is used to construct the enhanced Inception module and the results of each branch’s convolution are further combined. In addition to improving gradient convergence and stabilizing training outcomes, the inclusion of auxiliary classifiers also reduces the risk of overfitting and vanishing gradients.

The 1x1 convolutional kernel is widely used in Inception-V3 to decrease the number of feature channels and speed up the training process. More to say, the large convolution is decomposed into smaller convolutions, which reduces the calculation cost and the number of parameters. In conclusion, Inception-V3 provides the most advanced object recognition performance because of its distinctive Inception architecture. Consequently, this type of CNN model is often utilized for transfer learning-based models.

### 3.3 Transfer Learning Model

Transfer learning is the reuse of a previously learnt model on a new task [3, 12-14, 30]. It is popular in deep learning since it can build deep neural networks with little training data. In most cases, training a fully convolutional network from start is time-consuming and requires a large training data [12, 29, 30]. Consequently, this issue may be resolved using the benefits of transfer learning with a pre-trained model. As demonstrated in [26], the Inception-V3 model may be used to recognize and categorize a new image by changing the design of fully-connected layers and changing the parameters for all convolution layers. The architecture of the transfer learning-based model (proposed model) is shown in Figure 3.
The Inception-V3 model-based sequential concatenation of the basic convolution block, enhanced Inception module, and task-specific classifiers. Especially, low-level feature mappings are trained using 1x1 and 3x3 kernel basic convolutional operations. To enhance convergence performance, multi-scale feature representations are combined in the Inception module and fed into an auxiliary classifier using a variety of convolution kernels, namely 1x1, 1x3, 3x1, 3x3, 1x5, 5x1, 5x5, 1x7, 7x1, and 7x7 filters. After implementing the 1x1 Inception module, multi-scale feature vectors are converted to 1D using a fully-connected layer. Lastly, a one-hot vector that is compatible with 4-classes (red_traffic_light, yellow_traffic_light, green_traffic_light and not_traffic_light) probability is produced using the Softmax classifier. Depending on the maximum 4-class probability value, the final classification outcome may be calculated. Subsequently, the performance of a transfer learning-based model for the proposed model is assessed using a case study on the LISA traffic light dataset.

4. Proposed Traffic Light Detection and Recognition Model

With the availability of huge volumes of data, faster GPUs, and improved algorithms, it is easier to teach machines to detect and classify many objects inside an image with high accuracy. The development of autonomous vehicles has increased rapidly due to technological developments. The accurate detection and recognition of traffic lights are essential to the development of such vehicles. The concept includes allowing autonomous vehicles to recognize traffic lights automatically without human intervention, which will help to reduce the number of road accidents.

In this study, the traffic light detection and recognition model for improving traffic light recognition is presented, which can be easily applied to autonomous vehicles. The proposed model was built using a transfer learning-based model of the pretrained MS COCO model and the Object Detection API of TensorFlow. Initially, several data pre-processing algorithms were performed on the LISA traffic light dataset, including image cropping, color conversion, and image resizing. And then, data augmentation was used to increase the amount of training data to avoid the overfitting problem. In addition, the pre-trained Inception-V3 model was implemented and trained using the LISA traffic light dataset. Figure 4 illustrates the block diagram of the proposed model, and how it works.
4.1 Dataset Preparation
For object detection and evaluating the proposed model, both datasets: MS COCO and LISA traffic light were used, respectively.

4.1.1. The Microsoft Common Objects in Context (MS COCO)
The MS COCO dataset is large-scale object detection, segmentation, key-point detection, and captioning dataset published by Microsoft [27, 31]. In 2014, the initial version of the MS COCO dataset was released. It includes 164,062 images grouped into training, validation, and test sets of 82,783, 40,504, and 40,775 images, respectively. In 2015, an additional test set of 81,434 images, containing all the prior test images and a further 40,659 images, was provided. In 2017, the training and validation split was changed from 82,783 and 40,504 to 118,287 and 5,000, respectively, based on feedback from the community. In addition, the 2017 test set is a subset of the 2015 test set consisting of 40,670 images [31]. The MS COCO dataset contains images of 80 object classes divided into 11 super-categories, as seen in Figure 5. The first 14 classes are transportation-related, including bicycle, vehicle, bus, traffic lights, etc. [32]. The ID of the traffic light is 10.

**Figure 4:** Block diagram of the proposed model
The MS COCO dataset is often used by machine learning and computer vision applications [27, 32]. Thus, this dataset can be used to train algorithms for object detection and object classification, as this study is done for the traffic light detection and recognition model. This dataset was used for several reasons, including: (1) this is one of the most prominent benchmark datasets for object detection, scene understanding, and visual reasoning, (2) As reported by Lin et al. [31], the 80 object classes are chosen by subject matter specialists after deep consideration. (3) Each object category has a large amount of data, thereby the average number of objects per category is 27,473. In addition, according to [32] this is the most comprehensive dataset for objects in this context at the time this work was conducted.

4.1.2 LISA Traffic Light Dataset

All training, validation, and test images for training and evaluating in the proposed model were extracted from the LISA traffic light dataset. This is one of the most used datasets concerning traffic light systems. The LISA dataset contains traffic lights found in San Diego, California, United States [33]. The dataset contains two daytime sequences and two nighttime sequences. It is comprised of test and training video sequences with a total of 43,007 frames and 113,888 traffic light annotations. The sequences are captured at a resolution of 1280 x 960 by a stereo camera installed on the roof of a moving car at night and during the day under varying lighting and weather conditions. [33]. Details regarding this dataset are given in Table 1.
Table 1: The LISA traffic light dataset in detail

<table>
<thead>
<tr>
<th>Camera</th>
<th>Stereo Camera (two lenses)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video Length</td>
<td>23 minutes and 25 seconds</td>
</tr>
<tr>
<td>No. of Frames</td>
<td>43,007</td>
</tr>
<tr>
<td>Resolution [WxH]</td>
<td>1280x960</td>
</tr>
<tr>
<td>Depth [bit]</td>
<td>8</td>
</tr>
<tr>
<td>Frame Rate [Hz]</td>
<td>16</td>
</tr>
<tr>
<td>Annotations</td>
<td>113,888</td>
</tr>
<tr>
<td>No. of Cities (US Cities)</td>
<td>2</td>
</tr>
</tbody>
</table>

4.2 Data Pre-processing

In this work, data pre-processing is performed before training and testing the proposed model to obtain higher accuracy in the proposed model. Accordingly, several image processing techniques were applied as follows:

- **Image cropping**: once the object (traffic light) has been detected inside the image frame. The traffic light object was then extracted from the other objects in the frame using a cropping image.

- **Color conversion**: the color conversion’s goal is color-coded information that is sensitive to lighting conditions, noise, and captured equipment quality [4]. In this study, this conversion is used to convert the color to the RGB color system, because the proposed model can classify traffic lights based on traffic colors.

- **Image resizing**: the size of the cropped image in the LISA traffic light dataset varies after image cropping. Zhu et al. [32] have shown that many of the architectures of deep learning models require input images of the same size. As a result, all cropped images are resized to 299x299 pixels following the shape that was inputted into the Inception-V3 model, which should be (299, 299, 3). The preprocessing steps are presented in Figure 6.

![Figure 6: Pre-processing step’s results](image-url)
4.3 Data Augmentation

Data augmentation is the use of a variety of techniques to generate new data from current data to increase the amount of data [7, 12, 14]. This process is performed on the training data to avoid an overfitting issue, which occurs when the model fits well on the training data but works poorly on new data, and unknown data [23]. Moreover, it ensures that the proposed model never sees the same traffic light image twice, hence it enhances the robustness of the model. Rotate, scale, and translate were the operations that were used to manipulate traffic light images.

The original training images were randomly (1) rotated, (2) zoomed-in/zoomed-out, (3) vertically shifted, (4) horizontally shifted, and (5) horizontally flipped to increase the number of the training images. Furthermore, the parameters used for augmentation were randomly chosen from 15° angle, [-10.0, 10.0] %, [-5.0, 5.0] %, [-5.0, 5.0] %, and true for rotate, zoom-in/zoom-out, horizontal-shift, and vertical-shift, horizontal flip, respectively. An example of traffic light images after the augmentation process is shown in Figure 7.

![Augmented traffic light images from the LISA dataset](image)

Figure 7: Augmented traffic light images from the LISA dataset

4.4 Feature Representation

An RGB image with a resolution of 299x299 pixels was the input to the proposed model. The three feature mappings stand in for the red, green, and blue color channels, respectively. As mentioned before, the transfer learning-based model is composed of three primary components: the fundamental convolutional block, the Inception modules, and the Softmax classifier.

In this study, five convolution layers numbered conv2d_1 until conv2d_5, make up the fundamental convolutional block. The conv2d_1 layer uses 32 filters of size 3x3 to extract low-level features, resulting in 32-channel feature maps with a size of 149x149. Likewise, 32, 64, 80, and 192-channel feature representations with sizes of 147x147, 147x147, 73x73, and 71x71, respectively, are achieved in the subsequent convolution layers, as shown in Table 2.

Moreover, the core of the proposed model is the Inception module. In the first Inception module (mixed0), 256-channel feature representations are given with a 35x35 resolution. The layer-wise convolutional processes are then improved, and the ensuing Inception modules
achieve multi-scale feature representations. Typically, more abstract feature representations are generated as the number of convolutional layers rises [12]. The last Inception module (mixed9) presents 2048-channel feature mappings with a size of 8x8, as seen in the table below. Finally, after flattening 1D vector representations of multi-scale feature representations, 4-neuron output correlates to 4-class probability. Therefore, the class label that the tested traffic light belongs to would thus be the neuron with the greatest probability.

Table 2: The proposed model’s architecture configuration

<table>
<thead>
<tr>
<th>No.</th>
<th>Layers</th>
<th>Output Shape</th>
<th>Kernel Size</th>
<th>No.</th>
<th>Layers</th>
<th>Output Shape</th>
<th>Kernel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>input</td>
<td>(299, 299, 3)</td>
<td>-</td>
<td>10</td>
<td>mixed3</td>
<td>(17, 17, 768)</td>
<td>(1, 1), (3, 3)</td>
</tr>
<tr>
<td>2</td>
<td>conv2d_1</td>
<td>(149, 149, 32)</td>
<td>(3, 3)</td>
<td>11</td>
<td>mixed4</td>
<td>(17, 17, 768)</td>
<td>(1, 1), (3, 3), (1, 7), (7, 1)</td>
</tr>
<tr>
<td>3</td>
<td>conv2d_2</td>
<td>(147, 147, 32)</td>
<td>(3, 3)</td>
<td>12</td>
<td>mixed5</td>
<td>(17, 17, 768)</td>
<td>(1, 1), (3, 3), (1, 7), (7, 1)</td>
</tr>
<tr>
<td>4</td>
<td>conv2d_3</td>
<td>(147, 147, 64)</td>
<td>(3, 3)</td>
<td>13</td>
<td>mixed6</td>
<td>(17, 17, 768)</td>
<td>(1, 1), (3, 3), (1, 7), (7, 1)</td>
</tr>
<tr>
<td>5</td>
<td>conv2d_4</td>
<td>(73, 73, 80 )</td>
<td>(1, 1)</td>
<td>14</td>
<td>mixed7</td>
<td>(17, 17, 768)</td>
<td>(1, 1), (3, 3), (1, 7), (7, 1)</td>
</tr>
<tr>
<td>6</td>
<td>conv2d_5</td>
<td>(71, 71, 192)</td>
<td>(3, 3)</td>
<td>15</td>
<td>mixed8</td>
<td>(8, 8, 1280 )</td>
<td>(1, 1), (3, 3), (1, 7), (7, 1)</td>
</tr>
<tr>
<td>7</td>
<td>mixed0</td>
<td>(35, 35, 256)</td>
<td>(1, 1), (3, 3)</td>
<td>16</td>
<td>mixed9</td>
<td>(8, 8, 2048 )</td>
<td>(1, 1), (3, 3), (1, 3), (3, 1)</td>
</tr>
<tr>
<td>8</td>
<td>mixed1</td>
<td>(35, 35, 288)</td>
<td>(1, 1), (3, 3), (5, 5)</td>
<td>17</td>
<td>mixed10</td>
<td>(8, 8, 2048 )</td>
<td>(1, 1), (3, 3), (1, 3), (3, 1)</td>
</tr>
<tr>
<td>9</td>
<td>mixed2</td>
<td>(35, 35, 288)</td>
<td>(1, 1), (3, 3)</td>
<td>18</td>
<td>output</td>
<td>(4, 4, 1)</td>
<td>-</td>
</tr>
</tbody>
</table>

5. Results and Discussion

To train and evaluate the proposed model, a portion of the LISA traffic light dataset was used. Consequently, the updated dataset contains approximately 2,000 images of traffic lights, which are classified into four classes: red_traffic_light, green_traffic_light, yellow_traffic_light, and not_traffic_light classes for training and validation, such as 80% and 20% of the images to learn the model and validation set, respectively. The proposed system did not require a high volume of data in the training phase since it used a transfer learning-based and pre-trained model, as discussed in [3, 13, 29]. In addition, the proposed model used the following hyperparameters for training and validation, as given in Table 3.

Table 3: The proposed model’s hyperparameters

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>94</td>
</tr>
<tr>
<td>Batch Size</td>
<td>32</td>
</tr>
<tr>
<td>Loss Function</td>
<td>categorical_crossentropy</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam and learning rate=0.005</td>
</tr>
<tr>
<td>Activation Functions</td>
<td>ReLU and Softmax</td>
</tr>
<tr>
<td>Dropout</td>
<td>50%</td>
</tr>
</tbody>
</table>

The chosen dataset is used to retrain transfer learning using the TensorFlow machine learning framework. The model is repeatedly trained across 250 epochs, but the highest accuracy is reached at epoch 94 due to the early stopping method, which is a type of regularization used to prevent overfitting when training a learner using an iterative technique like gradient descent. Every porch depicts a cycle of propagation in both the forward and backward directions. In addition, various learning rates are used to evaluate the model’s performance; the one where the model performs best in terms of accuracy is 0.005. To
determine the appropriate batch size, which refers to the number of samples that will be propagated through the network [23], (16, 32, 64, and 128) were tested. The result was that the model could offer the highest accuracy with batch size 32. In this work, the initial learning rate of 0.005 provides the highest test accuracy of 98.6%. The proposed model’s loss and accuracy graph for the LISA traffic light dataset is shown in Figure 8.

There have been several prior implementations for image classification, particularly for image classification of road images, including traffic lights, traffic signs, pedestrians, vehicles, and other objects. These works were chosen based on the use of transfer learning-based and deep learning-based models, but it is challenging to find many papers that are transfer learning-based for comparison because they deal with cutting-edge topics in the construction of deep learning models that depend on previously learned models. Accordingly, some of these competitive studies use deep learning-based models. In addition, as demonstrated in Table 4, the proposed model's outcomes are superior when compared to other models.

**Table 4**: Comparison of the proposed model's accuracy to relevant previous studies.

<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Dataset(s)</th>
<th>Deep learning-based model</th>
<th>Accuracy Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[21]</td>
<td>Own Dataset</td>
<td>CNN-based</td>
<td>94.70%</td>
</tr>
<tr>
<td>2</td>
<td>[6]</td>
<td>Bosch Traffic Light Dataset</td>
<td>CNN-based</td>
<td>90.4%</td>
</tr>
<tr>
<td>3</td>
<td>[34]</td>
<td>MS COCO Dataset</td>
<td>DCIGN</td>
<td>98.2%</td>
</tr>
<tr>
<td>4</td>
<td>[2]</td>
<td>LISA Dataset</td>
<td>Transfer learning-based VGG16</td>
<td>97.17%</td>
</tr>
<tr>
<td>5</td>
<td>[35]</td>
<td>LISA Dataset</td>
<td>CNN</td>
<td>92.67%</td>
</tr>
<tr>
<td>6</td>
<td>[36]</td>
<td>LISA Dataset</td>
<td>Faster R-CNN and YOLOv4</td>
<td>97.58%</td>
</tr>
<tr>
<td>7</td>
<td>Proposed Model</td>
<td>MS COCO and LISA Datasets</td>
<td>Transfer learning-based Inception-V3</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

**Abbreviations**: Faster R-CNN (Region-based Convolutional Neural Network), YOLO (You Only Look Once), DCIGN (Deep Convolution Inverse Graphics Network).
Following the completion of the training model, the proposed model was built, evaluated, and then used on several new traffic light images that had never been seen before. As can be seen in the figure below, it successfully detected and classified the traffic light colors.

![Figure 9: Test results of the proposed model.](image)

6. Conclusion

This study proposed a transfer learning-based model for traffic light detection and recognition. Images from the LISA traffic light dataset were prepared and improved using data pre-processing techniques. Additionally, a data augmentation technique was used to augment the number of training images, which may improve the model’s robustness. TensorFlow Object Detection API, which is pre-trained on the MS COCO dataset [31], is used to detect traffic lights in LISA traffic light images [33]. The detected traffic lights are then cropped and prepared to feed to the CNN Inception-V3, which acts as the proposed model’s base model.

At various learning rates, the proposed model was retrained across 94 epochs. With the best recognition accuracy of 98.6% at the learning rate of 0.005, the accuracy test results demonstrate that the transfer learning-based model is efficient for detecting and recognizing traffic lights. More to say, according to the proposed model’s results, a transfer learning-based model may provide reliable, repeatable outcomes. This makes it useful for maintaining various types of traffic infrastructure, including facilities for lane marking, traffic sign recognition, and roadside prediction. The CNN Inception-V3 model, which is based on transfer learning, enhances accuracy in the field of autonomous driving and qualifies the system for real-time applications.

On the other hand, the proposed model still requires to be improved in the future from the following aspects. (1) The model will become more reliable as a result of training and testing it using additional traffic light datasets that are widely available. (2) The architecture of the proposed model can be enhanced using newly developed techniques in the transfer learning-based model. (3) Using real-world data to test and evaluate the model allows it to be more realistic.
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