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Abstract

In the present study, the cluster concept was adopted to find points parallel to the
cumulative points of any subset in topology cluster proximity spaces. The takeoff set
term was given by the researcher to the set of all points. Also, an opposite definition
was found for it, which is the follower set. The relation between them was found and
their most important properties were highlighted. Through these two sets, new sets
were built that are called, f; — set, f;, — set , t;, — set, bushy set, scant set .

Keywords: Binary relation, Cluster topological proximity, Follower set, Takeoff set,
Scant set.
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1. Introduction

A plethora of researchers, with long history of investigation in the field of applied
mathematics, have been interested in finding cumulative points or similar (synonymous)
concepts in order to find solutions to scientific problem, especially chemical, electrical and
other problems that had been difficult to solve. Hence, after building a system of differential
equations whether of ordinary or partial, and finding their greatest problem, the optimal
solution, namely finding a cumulative point in an unusual space. In view of the different open
problems (that lack complete solution), researchers took the initiative to find synonymous
cumulative points and then build different topological spaces on.
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For example, Dragan Jankovic and Hamleti (1990) built synonymous cumulative
synonymous points called local function [1]. For the significance of these points, the researchers
did not stop there, instead concepts such as filter and grail were also adopted to find other
parallel points. These points were also studied on different areas such as soft spaces [2-4] and
fuzzy spaces, the researchers were able to find other parallel definitions [5-7]. Some of them
studied these points on proximity spaces, specifically in the (i-topological Proximity Space) [8-
11]. The proximity space established by Riesz (1908), which is synonymous with the
measurement between two sets, has inspired researchers to study those points within this space
due to its important applications in image processing and lost image retrieval, as well as its
importance in engineering applications [12]. This space can be referenced to source [13].

In the current study, the concept of clusters introduced by Lodato in 1957 is used to find those
parallel points within this space where the subfamily of the proximity space is called cluster if
it satisfies the following three axioms: [14]

1. Forall A,B € 0 = ASB;

2.(AUB)eEo<= A€oorBEo;

3. AbBforeachBeo = A€o.

Proposition 1: [13] Let (X, 6) be a proximity space. Where A, B non-empty subsets of X, then
Forany E c X eitherE e c or E€ € 0.

IfA€ogand A c B,then B € o.

g, = {A c X; Adx} is cluster.

If {x} € o for some x € X,then ¢ = g, is called point cluster.

If § is indiscrete proximity, then o = {4 € X; A # @} is cluster.

akrwdE

This paper is organized as follows: In Section one, the takeoff point in the proximity space
is defined, and the most important properties of these points are studied. In Section two, a
definition of the follower point is given, which is opposite to the takeoff point, and these points
are employed to generate a finer topology. Also, the relation between the two concepts is
studied and used in the definition and study of topological sets.

1.1Takeoff points

In this section, the researchers attempt to introduce the definition of the takeoff points, by
using the concept of the cluster, but it needs first to construct a topological proximity space
based on the following relation:
Definition 1: Let o a cluster in a proximity space (X, &), the binary relation =, defined on
(X,8) asfollows:A~, B & (A—B)U(B—A) €o.

Definition 2: Let (X, ) be a proximity space, o is cluster defined on X, then cluster topological
proximity denoted by T, or ¢ —topology proximity, the family nonempty subsets of X satisfies
the conditions:

1. X,0 € 15,

2. For every sub collection U of t, there exists V € 1, such that UU =, V;

3. Forevery U,V € 1, there exists W € 1, such that (U NV) =, W;

4, t1;,No=X

Thus the triple pair (X,6, t5) is denoted of cluster topological proximity space, U is t5 —
openifUl € 1, andits t, —closed if the complement is t; — open Set.

Examples 1: LetX ={1,2,3}, and o = {{1},{1,2},{1,3}, X}, then 7 ={X,0,{3},{2}},
Tyy = {Xx,0,{3}}, T3, = {X,0,{3},{2,3}} are o- topological proximity space.

5220



Almohammed and Jabar Iragi Journal of Science, 2023, Vol. 64, No. 10, pp: 5219-5227

The definition indicates that cluster topological proximity space can be same the general
topology asin T, _, T35, and it can be 1, butnottasin T, or the opposite is possible i.e., t

but not t, as in the case of discrete topology. Therefore, it is concluded that T, is an
independent concept than the concept t. It is also observed that the union of open sets is not
necessarily an open set. Therefore, this topology is not amortizable topology, that is, it is not
generated from a metric space.

According to above, it is noted that the intersection of any two open set is not necessarily an
open set, i.e., the power set is divided into three parts, a part containing the open sets, a part
containing the cluster family, and a part that does not belong to either of the two classes
However, if the power set is separated into two parts only, one part will certainly contain the
open sets and the other part will contain the cluster so that the common set between them is
only X and therefore if U and V € t,thenU NV € 1., since if possible U NV ¢ 14, then
there exists o such that U NV € o thismean U € o and V € o this is in contradiction, hence
UNVE 1,

The researcher can now provide a definition of the points of takeoff. For simplicity, the
symbol (X, §, T4, 0) is used for the cluster topological proximity space, with the cluster family
based on the proximity space. And (X, T, 8, o) is topological proximity space with the cluster.

Definition 3: Let (X, 8, t4,0) be o —topological proximity space. A point x € X is said to be
takeoff point of a subset P of cluster topological space (X, 1), if there exist U € t4(x), such
that (U N P€)SC for some C € o. All the takeoff points of a set P is denoted by P,

Thus P;,(15,0) = {x € X; 3 U € 15(x) 5.t (U N P°)SC forsome C € o }.

Example 2: LetX = {1,2,3}, 0 = {{2},{1,2},{2,3}, X}, and let t, = {X,9,{3},{1},{1,3}} ,
Pl = {2’3}’P2 = {1}IP3 = X’thenplta, = X’Pzta- - {1'3}’P3t0- :X_
The following proposition shows the most important characteristics of this set.

Proposition 2: Let (X, 8, t5,0) be o — topological proximity space with cluster, and let
P;, P, be non-empty subsets of X, then

1. If P, c P, then P1t c PZt
2. (PLUPy);, 2P, UP,, .
3. (PLN Py, =P, N Py, .
4. P, =U{UE T,5.tUN (X — P)5 C} for some C € a.
5. IfG € 75 thenG S G, .
6. P, S (P, )¢,

7. X, =X

8. IfX—P & o,thenP,, =X.

9 —int(P) S P, .

10.(®),, € P forevery P C X.

Proof

1) Let x € Py, there exists U € 7(x) ,such that U n (P,)€6 C for some C € o, P, C P, this
implies (P,)¢ € (P,)¢ by property of proximity & (see [7]) ,U N (P,)6 C for some C €
o, hence P; t, © P, tor

2) Clear by using 1.
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3) Let x € Pltg N Pzt(, this implies x € Plt(, and x € Pztd, hence there exist U and V €

14(x), such that C;6(P°; N U) and C,6(P¢, NV ) for some C;,C, € o. (D)
If possible, x & (P, N P,),, ,then for every W € t,(x) suchthat C§((P, N P,)° n W) for
every C € ¢ thisimplies C6(PL, N W)U (P, N W ),s0 CS(Py N W) or CS(PS, N W)
this is in contradiction with (1), hence x € (P, N P;)¢, .

4) Let x € P, ifand only if there exists U € t,(x) such that CS(PnU) for some C € g if
and only if x € U{U € t,(x),C8(P° NU) } for some C € o.

5) Let x € G, since G € T, this implies G is T, —open neighborhood of x, but G N G = @
and G N G¢6 C forevery C € o, thismeanx € Gy,

6) Let x & (P ), forevery U € t,(x) such that C§(P,,“ N U) for every C € o, this mean
P, “NU =+ @, thereexisty € (P,,“NU),y € Uandy € P, °therefore,y & P,_, for every
V € 14(y) suchthat C6§(P€NV) for every C €o , sinceU is also t, —open of vy,

hence C§(P¢ N U) for every C € o we have x ¢ P;_thatis P, S (Pta)t .

7) For every x € X and every U € Tt,(x) such that U N X¢ = @6 C for every C € g, hence
X, = X.

8) Forevery x € X = X € t4(x) such that (X N X — P)& C for some C € o otherwise X —
P € o this is in contradiction, thus P, = X.

9) Let x € 1, — int(P), there exists U € t4(x), such that U < P this mean (U NX —P) =
@, hence (U N X — P)&C for every C € o, that is x € P,

10) If ((z))% = @ the prove is done. Otherwise Let x € (@),, there exists U € t(x), such that

(U N X —@)5C for some C € o this mean USC for some C € g, since (U N X — P) € U this
implies (U N X — P)&C for some C € o and every P € X, hence x € P .

Through the above properties, it is noted that P, forms a base, and therefore, by adding to
unions, Tp,, is a coarse topology generated from P; . Also, it is noted that the takeoff set is not
always an open set. But if using the topology proximity space we get the takeoff set is an open
set. Moreover, all the parts of the above proposition are fulfilled if topology proximity is used.
So, if we take & is indiscrete proximity on X, we have t,={0,X} and o=
{A c X; A # @}thus for every proper subset P we get P, . = @, since P € o .So, if not we
have P, # @ forevery P subset of X .

1.2 Follower points

This section is devoted to illustrate the complementary definition of the takeoff point in the
proximity space, and the characteristics of these points and their relations to the takeoff points
are also highlighted. In addition, they are used in building open and closed sets as well as dense
sets.
Definition 4 Let (X, 5, T, 0) is topological proximity space with cluster. A point x € X is said
to be follower point of a subset P of topological space (X, 1) , if for every U € t(x), and
every C € o such that (U N P )8C,where t(x) the set of all open neighborhood of point x. All
the follower point of a set P is denoted by P .Thus Pr(t,0) ={x€EX;VUE

T(x)s.t (UNP)SCV C € a}.

Example 3 Let X = {1,2,3}, o = {{2},{1,2},{2,3}, X}, and lett = {X,0,{3},{1},{1,3}},P, =
{2,3},1)2 == {1},P3 = X,then Plfo‘ == {2}’P2f0' == Q)’P3fo‘ = {2}
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Note that, if take the case Pr, = {x € X,3U € 1(x),V C € os.t (U N P)SC}, then P =
@ if P € oand P, = X if P € o ,thus the most characteristics are achieved, compact, regular,
normal, connected etc. Also if Pr = {x € X,VU € 1(x),3 C € os5.t (U NP)SC }, then P, =

cl(P) (where cl(P) is closure set in general topology t) ,thus most of the results will be
equivalent to the results achieved in the closure set. Also, if P, ={x € X,3U € 1(x),3 CE€

os.t(U NP)SC}, then P, = X for every nonempty subset of X.

A simple comparison between the results of example 2 of the follower set and those of the
takeoff set. It is indicated that X appears in the takeoff case and that the empty set @ appears in
the case of the follower set.

According to the aforementioned discussion about the importance of optimal construction
of synonymous cumulative points, the questions arise:
What are the characteristics of these points?
What operations can be performed on them?
Is it possible to create these points, topology or base or sub-base? The following Proposition
answers:

Proposition 3 Let (X, 8, T, 0)is topological proximity space with cluster. P;, P, nonempty
subsets of X,then
1. If P, c P, then Plfa' c sza;
(PLUP)p =P, UP;, |
(PLNP)ys, SPi, NPy
P; =cl(P,) S clP;
If P & o,then Py = @;

Pr.)fs S Prpi
@), =0
IfG €t,thenG NPy, € (GNP)y
If P6C for every C € o, then P & o.

© oOoNOo O W

Proof

1) Let x € P, this implies for every U € t(x), every € € o such that C5(P; NU), since
P, c P, by property of proximity space we get C6(P, NU), hence x € sza.

2) Evident, Plfa' U sza c (P1 U P,)f .So, letx € (P, U P,)y then for every U € t(x), every
C € o such that C§5(P; U P,) NU, this impliesCS(P, NU)U (P, NU) ,C5(P,NU) or
C6(P, NnU) thismean x € Plfa orx € sza we get x € Plfa U sza.

3) Straight from 1.

4) Obviously, Py < cl(Pr,). So letx € cl(Pf,), thisimplies for every U € t(x) such that (U N
Pr ) # @, thus there exist y€ (UNP,) = y€ Uandy € P, thus for every Ve
t(y) such that C6(V n P) for every C € o. Since U is also an open neighborhood of y this
implies C§(U N P) for every C € o thus x € Py . It remains to prove that cl(Py,) S clP. Let
€ cl(Py,), similarly to the prove above, we get C5(U NP ) forevery C € 0. As @ & o, we
have U N P # @ for every U € t(x), thus x € clP.

5) Suppose that Pr # @, so there exist x € Py, this leads for every U € t(x), every C € o
such that C6(P N U ), and by the definition of the cluster, we get (P N‘U) € g, thus P € ¢
which is a contradiction with our hypothesis, hence Pr = @.
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6) Itis obvious by using the same technique of 4.
7) Suppose that (@), # @, so there exist x € (@), such that every U € t(x), (U N @)C for

every C € ¢ this is a contradiction, because @54 for every P € X, thus (@)f, = 9.

8) Let x € G N Pg this implies x € Gand x € P, thus for every U € t(x), (U N P)6C for
every C € a. Since x € G this leads to G N ‘U € t(x), hence U N (GN P)S6C forevery C € o
this means x € (G N P)g,.

9) If P = @ the proof is done, otherwise suppose that P # @ and PSC for every C € o, this
implies PN C = @ for every C € o, if possible P € ¢ this leads to P NP = @ which is
impossible, thus P ¢ o.

When we study the follower points on the ¢ — topological proximity spaces, there will be

two cases: The first case is, for every U € t(x)/X, x is not a follower point of any subset. In
the second case, we have if X is the only neighborhood of x and P € o, then x is the follower
point of subset P.In addition, Proposition 2 is correct when we use the cluster topology
proximity space.
For example, in case of indiscrete proximity it getst, =t={0,X}ando ={A S X;A #
@}, thus the last set is equal to X for every non-empty subset of X, because every non-empty
subset of X is near all non-empty subset, thus only the follower set of the empty set is the empty
set. Butinthe case of 7, = t = {@, X} and 0 = {4 € X; Adx}, the last set is equal to the empty
set for every P € o, and equal to X if P € o.

Now, we define the closure operator cls (P) = P U P . Obviously, cly is satisfies of
Kuratowski closure operator on power X [15], which is denoted by t; of the topology
generated by cl , that is, 7, = {U S X;cl; (X —U) = X —U}. Note that 7, is not o —
topological proximity space, as 2 t, ={®,X,{1},{2},{3},{1,2},{1,3},{2,3}} , thus 7 is
discrete topology that means z_is not cluster topological proximity space.

The following proposition shows the relationship between follower set and takeof f set,
Proposition 4: Let (X, §, T, 0) is a topological proximity space with cluster. Let P be non-empty
subsets of X, then
LP,=X~X~-P)_.

P, = (P), ifandonly if (X —P), = (X — P)faf :
P =X — (X —P), .

X =P =(X~=P),.

X= P, =X~-P)_.

. PN P, = int; (P).

. (Q)tt‘r = X - Xfa_.

. intP < ints (P) < P.

0N U AW N

Proof:

1) Letx € P, ifandonly if there exists U € t(x) suchthatU n P¢§ C for some C € o if and
onlyifx & (X — P)gifandonly if € X — (X — P); , thus P, = (X — P)y,.

2) P, =X =X =P)p,= X=(X=X-X-P) ), =X~ ((X=P)p)p, =X
(X_P)f,, :Pt,,-

NX—X—P)y, =X—(X—X—-X—P)s=P .
HDX—P=X—X—-—X—-P),)=X—P),.

5 X — P =X—(X~- (X_P)fa) — (X_P)fa'
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6) int;, (P)=X—cly X—P)=X—-((X—-P)U (X—P);)=PNP,.

7) (Q))td =X- (X_ (Z))fo =X - de.

8) Let x € int(P), so there exists U € t(x), such that U < P this means (U N X — P) = @,
thus (U N X — P)8C forevery C € o, hence x € P N P,_,thus x € inty (P).

Example 4: Let (X, §, 74, 0) is a cluster topological proximity space. Let P be a subsets of X,
then

1. If (X, 8) is a discrete proximity space, then P, € P;_ .

Let x € P this implies for every U € 7,(x) such that U n PSC for every C € g, since oy is
cluster point there exist x € U N P, thus x & P¢, hence there exists V € t(x) such that V' n
P¢§ C, for some C € oy thus x & (X — P); this implies x € X — (X — P), hence P;, € P, .
2. If (X, 8) be a indiscrete proximity space, then

)P, <P .

it) int P = P, = ints (P) .

i) Let x € P, there exists U € 7,(x) such thatU N PS5 C, for some C € g, since & is
indiscrete proximity, then UNP¢ = @ this implies U < P, thus for everyy € U, y € P,
thus x € P, we have V n PSC forevery C € o forevery V € 7,(x) thus x € P.

Note that, if P is a closed set, then Pr_ € P, because if P is a closed set this implies X — P is
open, by Proposition 2, X—-P<S (X—P),, =X — (X —P),, €P this means Py € P.
Therefore, it can be concluded as follows, if P is open and closed, then P; < P; .

Definition 5: Let (X, §, T, 0) is a topological proximity space with cluster:

e Piscalled f; —setifandonlyif P = (P),,.

e Piscalled f;, — set ifandonlyif P c (Pfa)ta.

e Piscalled t;, —setifandonly if P S (P, )f .
e Piscalled scant set if and only if (P ), =@
e Piscalled bushy setif and only if P, =X

By Example 2, A ={1,3} is f, — set, we can also note that, every f; — set is f;, — set .
So {2} and @ are t¢, — set. The notions, (Pf, ), and int(cl(P)) are independent of each other,
because by Example 2, if P ={1,3} then ({1,3} )., = {13}, int(cl({1,3})) = X and if
P ={2,3} then ({2,3} £ )¢, = X, (cl({1,3})) = {3}.

Example 5: LetX ={1,2,3}, o = {{1},{1,2},{1,3}, X}, then t={X,0,{1},{12}}, A=
{2,3},B={1},H =X ,K = {3},then A, K are scant sets and B, H are bushy sets

Evidently, by Definition 5 we can note that for every non-empty subset of X:

o IfPis f;; — setand int(P) N (Pfa)to = ¢ then (Pfa)tg = 0.

Xis f; —setifandonly if X is f;, — set.

If P, c Pythen (P )¢, © (Pay e, and (Pr, g, © (P2, )y,

X - (Pfg)td =(X =P, .

(Pta)fdzx - (X - P)fato'

The proof is directly through by Proposition 4 and Definition 5

Proposition 5: Let (X, §, T, 0) is a topological proximity space with cluster, if every non-empty
open set is member on cluster, then (U, );, = X.
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Proof:
If possible there exist x & (U, );,, then there exist V € t(x) such that (V N X — U, )8C for

every C € g, this leads to (V nXxX-— "ufa) # 0, thus there existy € Vandy € X — U, which

implies y & Uy this means there exists W € t(y) such that (W n U)SC for some C € o this

mean W N U & o, this is a contradiction with our hypothesis since W N‘U € t.
Note that, in case of t4this proposition is true if T, is indiscrete topology, because t, N o = X.

Remark 1: If P is bushy set in a o — topological proximity space andU € t, , then
Uc(UnD)y,), .

Let x € U, forevery P € X we get U N Pr, © (U N P)g thatis (U NP ), = Uy, N szrt c
(UNP)y,, ,sincePisabushy set and U € T, we get U € U, S ((UND)p,),

Proposition 6: Let (X, 5, T,0) is a topological proximity space with cluster, if P is f;, — set
and int(P) = P, then (P ), = (((Pr,)e,) s, )ty

Proof

P © (Pr)¢, thisimplies (P )¢, © (((Pr)e,)f )t eeeeeeen, 1)

Pta = lnt(P) cP thUS (Pfa')ta = lnt(Pfa) c Pfa’ = ((Pfa)ta)fa c (Pfa)fa c Pfo thIS means
(Pedr)es € Prdey- 2)

Thus by (1) and (2) we get (P, )., = (((Br,)e, )5, ey

2. Conclusions

The present study focused on the cumulative points within the cluster spaces the topological
space, and in turn, the cluster space was generated from the proximity space. Hence, this gradual
use of spaces produced a new topology, and opened a wide mathematical horizon to study the
classical topological concepts and the relation between them. Thus, the researchers were able
to find some points within this space, study the sets that contain these points, and identify the
effect of some topological concepts on these sets. The researcher looks forward to study these
points on a complementary concept of the cluster family, and investigating the changes that
may occur on these points when the proximity space is fuzzy.
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