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Abstract  

    The texture analysis of cancer cells leads to a procedure to distinguish spatial 

differences within an image and extract essential information. This study used two 

test tumours images to determine cancer type, location, and geometric characteristics 

(area, size, dimensions, radius, etc.). The suggested algorithm was designed to detect 

and distinguish breast cancer using the segmentation-based threshold technique. The 

method of texture analysis Grey Level Size Zone method was used to extract 11 

features: Small Zone Emphasis, Large Zone Emphasis, Low Grey Level Zone 

Emphasis, High Grey Level Zone Emphasis, Small Zone Low Grey Level Emphasis, 

Small Zone High Grey Level Emphasis, Large Zone Low Grey Level Emphasis, 

Large Zone High Grey Level Emphasis, Grey Level Non-Uniformity Normalized, 

Grey Level Non-Uniformity, and Zone Percentage. The results show that the 

tumuor's location is highly accurate depending on the extracting properties. The 

results of the suggested method give the decision to identify the type of tumours. 

The geometry of the tumour helps describe the tumour. 

 

Keywords: Breast Cancer, Size Zone Matrix, Geometric properties, segmentation.  
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م تصميم الخوارزمية المقترحة )المنطقة والحجم والأبعاد ونصف القطر وما إلى ذلك( في هذه الدراسة. ت
لاكتشاف وتمييز سرطان الثدي باستخدام تقنية العتبة القائمة على التجزئة. طريقة تحليل النسيج تم استخدام 

ميزة: التركيز على المنطقة الصغيرة ، التركيز على  11طريقة منطقة حجم المستوى الرمادي لاستخراج 
ى الرمادي المنخفض ، التركيز على المنطقة الرمادية العالية ، التركيز المنطقة الكبيرة ، التركيز على المستو 

على المستوى الرمادي المنخفض للمنطقة الصغيرة ، التركيز على المستوى الرمادي المنخفض للمنطقة 
 الصغيرة ، التركيز على المستوى الرمادي المنخفض للمنطقة الكبيرة ، التركيز على المستوى الرمادي المرتفع

للمنطقة الكبيرة ، المستوى الرمادي غير التوحيد الطبيعي ، المستوى الرمادي عدم التوحيد ، والنسبة المئوية 
للمنطقة. أظهرت النتائج أن مكان الورم يتميز بدقة عالية حسب خصائص الاستخلاص. نتائج الطريقة 

 ف الورم.المقترحة تعطي القرار لتحديد نوع الأورام. تساعد هندسة الورم في وص
1. Introduction 

     Breast cancer is the most public disease among women worldwide [1-3]. As a method of h    

uman imaging tissue, magnetic resonance imaging (MRI) is increasingly used in privet clinics 

and for research purposes to diagnose breast cancer [4-6]. The change in tumour size requests 

a routine MRI test to address the response of the treatment by a specialist [7, 8]. The check 

needs to have the tumour details like position, dimensions, and radius to be compared with the 

new test [9]. The breast tumour has two types: malignant and benign [10, 11]; the malignant 

type is grown rapidly and fed from blood cells. In contrast, benign tumours grow slower and 

consider not harmful to human health [12].  

 

     One of the analyzing texture feature methods is the characterization of histogram intensity, 

but it refers to spatial and frequency details [13]. Several studies presented radionics analysis 

for breast tumour classification and detection based on texture features [14, 15], leading to a 

study of contrast-enhanced mammography with a range of specificity of 58-70% [16]. The 

automatic characterization algorithms address the features within the studied images to 

represent the biological data for tumour and related diseases [17]. Consequent analysis, 

statistics, classification, and nomogram describe image features in the image [18]. Some 

studies of MRI to diagnose breast cancer are based on radiomics quantified analysis [19]. 

 

     There were attempts to evaluate several features of breast parenchyma, but it requires 

profound analysis [20-22]. In 2014, Marina Milosevic et al. used feature-based extraction and 

image segmentation techniques to detect and diagnose abnormal patterns in thermal breast 

charts. Vector Machine support class, the Naive Bayes classifier, and the K-Nearest 

Neighbour class are used to distinguish abnormally from normal tissue with an accuracy of 

92.5% [23]. In 2019, Abiwinanda et al. introduced a method for digital mammogram 

classification features depending on the Shearlet transform. They used the transform over the 

image to build the feature vectors using the transform's coefficients. T-test statistics 

calculation is used to rank the features and distinguish between classes. They must use the 

threshold step to represent better classes and support vector machine (SVM) classifiers [24]. 

 

      In this study, mimeograph images (breast tumours) have been studied to extract features 

of normal and cancer regions. The geometric properties are extracted using Grey Level Size 

Zone Matrix, Classification Texture chromatically, and segmentation algorithms. The tumour 

regions are extracted precisely with valuable high-level information to the specialist. 

 

2. Material and Methods 

      The analysis and classification of image texture are the first steps to isolating the tumour 

region [25]. The test images with two types of tumours are presented in Figure 1. 
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(a) normal breast 
(b) malignant 

tumour 
(c) Benign tumour 

Figure 1: The mammography breast images for (a) normal, (b) malignant, and (c) benign. 

The diagram chart in Figure 2 includes steps showing the detection, separation, detection of 

healthy and non-healthy regions, and calculating geometric properties. 

 

 
Figure 2: Suggested diagram to extract the geometric features. 

 

2.1 Grey Level Size Zone Matrix (GLSZM) 

     The grey level size zone matrix (GLSZM) was used because it sums up the data of similar 

groups of connected voxels with specific discredited pixels values and sizes [26]. These 

voxels are linked if the surrounding voxels have the same pixel values. In the 3-D view of 

texture analysis, there are 26-connectedness considered to represent any of the similar 26 

adjacent voxels with the equal grey level of the center voxel. In the 2-D view, there are 8-

connectedness used. An issue with 2-D approaches is that voxels are connected across slices 

but disconnected within the slice plane.  

The total number of zones can be written as: 
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                        𝑁𝑠 = ∑ ∑ 𝑆𝑖𝑗
𝑁𝑧
𝑗=1

𝑁𝑔

𝑖=1
                                                                 (1) 

where S is the zone number with discredited grey level i with j and can represent Ng × Nz grey 

level. Ng has discredited grey levels, and Nz is the maximum zone size of a group, or zone, of 

connected voxels with the same grey level value. Marginal sums can be presented as: 

 

 Si. = ∑ 𝑆𝑖𝑗
𝑁𝑧
𝑗=1                                                                 (2) 

 

      where Si is the zone number with discredited grey level i. Similarly, the number of zones 

with size j can be written as: 

 S.j = ∑ 𝑆𝑖𝑗
𝑁𝑔

𝑖=1
                                                                (3) 

 

Figure 3 shows an example of a matrix calculation of an image to express the method idea. 

 

 

Grey 

level 

Size zone 

1| 2| 3 

1 2  1  0 

2 1  0  1 

3 0  0  1 

4 2  0  1 
 

(a) (b) 

Figure 3: GLSZM filling example for (a) a 4 × 4 image texture dimensions (b) 4 grey levels 

and using 8-connexity [27]. 

 

       The texture zone direction represents the size zone matrices listed in Table 1; the given 

size zone is represented by S (i, j). 

 

Table 1: The studied features with its equation for the GLSZM [18] 

Texture GLSZM Features Relation 

Small Zone Emphasis (SZE) 𝐹𝑆𝑍𝐸 =
1

𝑁𝑆

∑
𝑆. 𝑗

𝑗2

𝑁𝑍

𝑗=1

 

Large Zone Emphasis(LZE) 𝐹𝐿𝑍𝐸 =
1

𝑁𝑆

∑ 𝑗. 𝑆. 𝑗

𝑁𝑍

𝑗=1

 

Low Grey Level Zone Emphasis (LGZE) 𝐹𝐿𝐺𝑍𝐸 =
1

𝑁𝑆

∑
𝑆𝑖.

𝑖2

𝑁𝑔

𝑖=1

 

High  Grey Level Zone Emphasis (HGZE) 𝐹𝐻𝐺𝑍𝐸 =
1

𝑁𝑆

∑ 𝑖. 𝑆𝑖.

𝑁𝑔

𝑖=1

 

Small Zone Low Grey Level Emphasis(SZLGE) 𝐹𝑆𝑍𝐿𝐺𝐸 =
1

𝑁𝑆

∑ ∑
𝑆𝑖𝑗

𝑖2𝑗2

𝑁𝑍

𝑗=1

𝑁𝑔

𝑖=1

 

Small Zone High Grey Level Emphasis(SZHGE) 𝐹𝑆𝑍𝐻𝐺𝐸 =
1

𝑁𝑆

∑ ∑
𝑖2𝑆𝑖𝑗

𝑗2

𝑁𝑍

𝑗=1

𝑁𝑔

𝑖=1

 

Large Zone Low Grey Level Emphasis(LZLGE) 𝐹𝐿𝑍𝐿𝐺𝐸 =
1

𝑁𝑆

∑ ∑
𝑗2𝑆𝑖𝑗

𝑖2

𝑁𝑍

𝑗=1

𝑁𝑔

𝑖=1
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Large Zone High Grey Level Emphasis(LZHGE) 𝐹𝐿𝑍𝐻𝐻𝐸 =
1

𝑁𝑆

∑ ∑ 𝑖2𝑗2 𝑆𝑖𝑗

𝑁𝑍

𝑗=1

𝑁𝑔

𝑖=1

 

Grey Level Non-Uniformity Normalised (GLNUN) 𝐹𝐺𝐿𝑁𝑈𝑁 =
1

𝑁𝑆

∑ 𝑆𝑖2

𝑁𝑔

𝑖=1

 

Grey Level Non-Uniformity (GLNU) 𝐹𝐺𝐿𝑁𝑈 =
1

𝑁𝑆
2 ∑ 𝑆𝑖2

𝑁𝑔

𝑖=1

 

Zone Percentage(ZP) 𝐹𝑍𝑃 =
𝑁𝑆

𝑁𝑉

 

 

2.1.1 Algorithms GLSZM 

Input: breast image (img) with all types. 

Output: feature image (imgFR) which are 11 features. 

Start algorithm  

Step1: load img 

Step2: use imgy=rgb2gray(img) to convert image. 

Step3: run windows (5×5), A=  img(m:m+4,n:n+4,) m :number of row, n: number of column  

Step4: find function code in MATLAB used to find the size zone. It is applied for all pixel 

value in (A), A1=A==1; s1 = region props(A1); a1=[s1.Area]; L1=length(a1);  

Step5: calculate each gray level in all directions and according to the size zone as:  

for i=1:L1 

            t=a1(i); 

            B(1,t)=B(1,t)+1; 

        end 

where i grey level and t size zone for grey level; B: size zone image for all image pixel value.  

Step6: find normalized size zone value:  image (Bn)  

•find B =B’ to get Bcount =B+B’. 

•find Σ of Bcount =H 

•find Bn=Bcount/H 

Step 7: find Bn to calculate size zone features (imgFS)  

End algorithm 

 

2.1.2 Classification Texture chromatically algorithm 

Input: load (imgy), (imgFS) 

Output: Image classified chromatically(imgC) 

Start algorithm  

Step1: get img 

Step2: use imgy=rgb2gray(img)code to transfer img to gray image 

Step3: Divide the image into 5 grayscale levels: img2=round (img (5/255)); 

Step4: imgC= zero(r,c,3) where r number of row, c number of column  

       if     img2(i,j)==1 

            B(i,j,:)=[255 0 0]; 

        else if img2(i,j)==2 

            B(i,j,:)=[0 255 0]; 

        else if img2(i,j)==3 

            B(i,j,:)=[0 0 255]; 

        else if img2(i,j)==4 

            B(i,j,:)=[90 100 200]; 

        else if img2(i,j)==5 
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            B(i,j,:)=[200 100 60]; 

        end; end; end; end; end;  

Step6: convert imgC using uint8, then save (imgC)  

End algorithm 

 

2.2Segmentation-Based Threshold 

In segmentation methods, an image is divided into several small segments, where the goal is 

to identify the correct areas and analyze the diagnosis [28]. In this study, the segmentation-

based threshold technique of early and accurate breast tumors detection is used for diagnosis 

and continuous follow-up of treatment of patients before their progression to patients with 

tumours. The segmented image is implemented on a binary image with a specially selected 

threshold through which the image is fragmented. The suggested algorithm used to segment 

medical images is shown in the following algorithm, and the results are shown in figure 4. 

 

2.2.1 Segmentation Algorithm 

Input: load (imgy) and (imgFS) 

Output: Tumour (T) and complement (C) image and histogram of tumour (hist T) and 

complement (hist C) for each (img) and each (imgFS). 

Start algorithm  

Step1: load imgy and imgFS   and display  

Step2: convert imgy to binary image (imgB) for code imgB=im2bw(imgy, th);where th is 

threshold  

Step3: display image imgB =imO then apply morphological process (clean and fill), where 

clean = remove isolated pixel, fill = fill isolated interior pixels.  

Step4: Find object area [MAX A  imx ], and its location accurately idx  

 Step 5: Calculate the area for imgB and img C for each imgy and imgF 

Step6: plot histogram of tumour feature image (TF)=(imgFS.) x (imO)  

Step7: plot (imgC)=T-imgy or img(imgCF)=TF-imgF with histogram 

End algorithm 

 

3. Results and Discussion 

     For clarity, normal breast image results are not shown due to no essential details. 

Therefore, the remaining images are studied intensively. Figure 5 shows the shape and 

location of the tumour in the image, which appeared when the 11 features were applied. These 

features are helpful to distinguish the tumour details and reach an excellent level of isolation. 

Figures 6 and 7 presented the results of applying the suggested algorithms using malignant 

and benign images; all features are presented clearly and show the difference in details 

between the original, tumor, and complement images. They were also giving more 

information, like showing the histogram of each feature for all images. This indicates the 

details of the tumour or the objects within the image.  
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(a) Grey imageb  T= 

0.7 
(b)  Cleaning (c)  Filling 

   

(d) Grey images T= 

0.5 
(e)  Cleaning (f)  Filling 

Figure 4: (a and d) Grey images using threshold value and (b, c, e, and f) the morphological 

techniques (Filling and cleaning) 

 

  
(a) Malignant Tumor: 

Radius = 8.5934, rat= 

T1/T2=0.68, 

Volume block =2.658e+03, Area 

block =232 and T1 =17, T2=25 

(b) Benign Tumor: 

Radius =9.32, rat= T1/T2=0.96, 

Volume block =3.39e+03 Area 

block =273 and T1 =24, T2=25 

 

Figure 5: The concluded data of the tumour studied images using proposed algorithms. 

 
     The shape of the green box shows the tumor type and confirms our idea of distinguishing 

between Malignant and Benign tumors. The area of the tumour does not depend on the green 

box size but the white pixels. It is essential to notice the parameters T1 and T2, representing 

the green box's height and width. These parameters indicate tumour type, and it is the first 

time to present new parameters to interpret image details.   
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Figure 7: The benign image (a) studied image with 11 features (b) Tumour image, (c) 

complement image, (d, e, f) The malignant image, tumour, and complement images after 

classified texture chromatically  
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3.1 Statistical output for malignant and benign images 

      Figure 8 shows the statistical results of the origin, malignant, and benign images. These 

results are essential to show the differences among all types of images. Moreover, the feature 

behavior is evident in this case and can distinguish each feature's property. In conclusion, we 

refer to these results and clarify each feature's strong and weak points. It is essential to notice 

that the y-axis scale with malignant data in Figure 8 (b) is 7000 (a.u.) while benign data for 

the same scale in Figure 8 (e) is 8000 (a.u.). The behavior is different and can be noticed from 

the statistical data. 

  

   
(a) original image 

histogram 

(b) tumour image 

histogram 

(c) complement image 

histogram 

   
(d) original image 

histogram 

(e) tumour image 

histogram 

(f) complement image 

histogram 

 

Figure 8: The histogram of feature for malignant image (a) original image, (b) tumour image, 

(c) complement image, and histogram of feature for benign image (d) original image, (e) 

tumour image, and (f) complement image.  

 

4. Conclusion 

      The tumour histogram or supplementary image shows the behavior of the tissue trait for 

each image. The type of tumour can be known from the dimensions as new parameters are 

presented. If T1 and T2 approximately have the same value, then the tumour is benign; else, 

the tumour is malignant. The output of the proposed GLSZM method showed more details 

and is terminologically accurate than the histogram's pixel points (compared with the original 

image). The output value is null for the same region in the original image—the GLSZM 

output relay on the grey level value.  

 

      The behavior of some features is changed with tumour segregation in the histogram 

results; for instance, SZE and SZHGE have SZLGE ruling in malignant and benign tumours. 

With the complementary image and comparing the results with other researchers, the methods 

of SGLCM, GLRLM, and GLCM with the proposed method (GLSZM) are similar in output 
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data, except that the GLRLM method and SGLCM were more accurate in separating tumours. 

The histogram results are evident and accurate in identifying and extracting the tumour area. 

Accuracy depends on tumour and supplementary image histogram. This method shows the 

shifting in the contribution of the pixel value within the tumour; the supplementary image is 

evident. 
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