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Abstract  

     Deep learning techniques allow us to achieve image segmentation with excellent 

accuracy and speed. However, challenges in several image classification areas, 

including medical imaging and materials science, are usually complicated as these 

complex models may have difficulty learning significant image features that would 

allow extension to newer datasets. In this study, an enhancing technique for object 

detection is proposed based on deep conventional neural networks by combining 

levelset and standard shape mask. First, a standard shape mask is created through the 

"probability" shape using the global transformation technique, then the image, the 

mask, and the probability map are used as the levelset input to apply the image 

segmentation. The test results show that when using the proposed method with 

DCNN, it can achieve a close segmentation area and extract features with higher detail 

than traditional segmentation. The proposed model achieved 94.43% in precision and 

95.91% in recall %, so it got 95.16% in F1-score. When comparing the proposed 

model with the same CNN model without Levelset, the result shows that the proposed 

model achieved accuracy of 0.951, which is higher than CNN model without Levelset 

that achieved 0.902. 
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  الخلاصة 
فإن التحديات   ذلك، تجزئة الصورة بدقة وسرعة ممتازين. ومع  بالحصول على تسمح تقنيات التعلم العميق       

عادة ما تكون صعبة نظرًا    المواد، بما في ذلك التصوير الطبي وعلوم    الصور، في العديد من مجالات تصنيف  
لأن هذه النماذج المعقدة قد تكون قد حصلت على ميزات صور مهمة صعبة التعلم والتي من شأنها أن تسمح  

تم اقتراح تقنية محسنة لاكتشاف الكائنات القائمة    الدراسة،بالامتداد إلى مجموعات البيانات الأحدث. في هذه  
العميق التقليدية  المدمجة وقناع الشكل القياسي.  على الشبكة العصبية  يتم    أولًا،ة من خلال مجموعة المستوى 

ثم تم    (، GATإنشاء قناع شكل قياسي من خلال شكل "الاحتمالية" باستخدام تقنية التحويل الأفيني العالمي ) 
نتائج    استخدام الصورة والقناع الأفيني وخريطة الاحتمال كمدخل مجموعة المستوى لتطبيق تجزئة الصورة. تظهر

يمكنها تحقيق منطقة تجزئة قريبة جدًا واستخراج ميزة    ، DCNNالاختبار أنه عند استخدام الطريقة المقترحة مع  
٪ في  94.43. أظهرت النتائج ان النموذج المقترح حصل على  مع صورة عالية التفاصيل من التجزئة التقليدية

٪ في مقياس  95.16(، وبالنتيجة حصل على  recall٪ في نسبة الاسترجاع ) 95.91( و  precisionالدقة ) 
 (F1-score  عند مقارنة النموذج المقترح مع نفس طراز .)CNN     بدون  Levelset  تظهر النتيجة أن النموذج ،

 0.902الذي حقق  Levelsetبدون  CNNأي أكثر من نموذج  0.951المقترح حقق دقة أعلى بلغت 
 

1. Introduction 

     Recently, machine learning (ML) methods have played a significant role in dealing with big 

problems in a smart and effective way. ML methods can solve immense problems by analyzing 

massive amounts of data. Furthermore, deep learning techniques, mainly Deep Convolutional 

Neural Networks (DCNN), have been efficiently used in object detection[1], image 

classification[2], and caption creation[3]. CNN achieved better performance when compared 

with shallow and classical networks with hand-crafted features. The process of recognition can 

be divided into two stages. The first stage is feature extraction and is utilized to minimize data 

dimensionality for segmented or raw data. The second is the classification stage. A pre-

processing stage, ahead of feature extraction that may be needed for filtering the data from noise 

as well as data segmentation [4].  

 

     Image segmentation represents a significant task in computer vision. It is one of the earliest 

and most researched problems in the field [5]. Many of the conventional approaches to image 

segmentation depend on the local or global statistical information of a single image [6]. In 

addition, the segmentation process of an image to get the specific regions typically depends on 

pre-defined statistical presumptions. Hence, the methods-based threshold techniques can 

adaptively identify the threshold grayscale depending on the local and global grayscale 

histogram of an image [6]. Additionally, edge-based approaches depend on ‘the areas in the 

image that individually identify the edges, and these methods have been used to identify the 

edges to determine the segmentation areas [6]. The final segmentation areas are created using 

region-based techniques that joins and divides identical regions.  

Graph-based techniques use the structure of the graph for representing images and then slice 

connections of the graph to indirectly obtain image segmentation [7]. The mean shift strategy, 

which projects most points towards the high-dim feature space and separates the regions based 

on mean shift clustering, is another option. [8]. The segmentation method based on active 

contour modeling affects the targeted contour implicitly or explicitly, and the target can be 

acquired by reducing the energy function. Another segmentation method is adaptive active 

contours [9].  

 

     However, these conventional methods are considered unsupervised methods because they 

depend on artificially specified patterns instead of patterns learned using the label segmentation 
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results. More advanced than the conventional methods, there are deep learning approaches that 

are more likely for locating patterns in images throughout the training set [10].  

 

     Due to their effective capacity in high-level features representation, the image segmentation 

process in deep neural networks (DNNs) is enlarged to semantic segmentation by segmenting 

areas utilizing sophisticated high-level semantic details [11]. The class of each pixel in the 

photos is predicted by deep learning methods for image segmentation [12]. To achieve this 

dense prediction, fully convolutional networks (FCN) enhance the network's fully connected 

layers with the convolutional layers.  

 

     However, no prior shape, boundary roughness, and noise are disadvantages of deep learning 

algorithms for image segmentation[13]. The FCNs inference mechanism is merely a 

feedforward procedure, and each pixel's most recent output is only significant for the receptive 

region. The corresponding receptive field from each pixel's output can span the entire image 

thanks to the current network layout, which is exceedingly deep [14]. Typically, the semantic 

information exhibited by the neural network's output improves as these layers become 

deeper[15]. Additionally, the output layer is at the rear of all layers, which makes the FCN 

output based upon a high-level view of the image, so this high-level view helps make the output 

of the FCN at the test set be subjected to the several types of scenarios dealt with in the training 

set.  

 

     In addition, in the case where the scene is complicated, every pixel’s output is uncertain. 

That is shown in several small aspects and tiny objects with wrong outputs. As a result, it is 

important to make every pixel’s output not just depend on the higher semantics of the higher 

receptive area, but additionally on the low semantics of the small-sized receptive field [16]. 

According to this rule, recurring networks were proposed utilizing cross-layer connections 

together with feature pyramid networks having multiscale features. Furthermore, an enhanced 

network structure search approach for semantic segmentation were suggested. However, these 

approaches make the models more complicated, and the capability of the model will be limited 

if the scene becomes complicated [17]. 

 

     Levelset approaches are becoming commonly used for catching interface evolution, mainly 

in cases where the interface undergoes intensive topological improvements, joining or pinching 

off. The levelset application is for a broad range of problems involving computer vision, fluid 

mechanics, materials science, and combustion, but the main fields that utilize levelset 

approaches are for image segmentation [18].   

 

2. Related Works  

     Hu et al.  [19] proposed a model-based deep levelset network for the detection of salient 

objects. They made use of the levelset principle to refine the saliency maps. In addition, they 

utilized super-pixel filtering to help with the refinement. As their method works only with 

saliency maps, it is difficult to use in multiclass and multi-object images. 

Le et al.  [20], introduced an approach combining Variation levelset (VLS) with deep learning 

by utilizing a new trainable model known as Deep Recurrent levelset (DRLS). The suggested 

DRLS model consists of three layers : Convolutional layers, levelset layers and 

Deconvolutional layers having skip connections. The model was used for Brain tumor images 

segmentation, which are supposed be instantaneous to demonstrate the proposed DRLS 

performance. The convolutional layer used to learn the visual description of brain tumors at 

various scales. Given that brain tumor occupies a tiny section of the image, deconvolutional 

layers have been developed by using skip connections to achieve a higher quality feature map. 



Hussein et al.                                            Iraqi Journal of Science, 2023, Vol. 64, No. 5, pp: 2575-2588 

 

2578 

Levelset Layer makes the contour in the direction of the brain tumor. For every step, the 

Convolutional Layer is provided with the levelset map to achieve the feature map of brain 

tumor. The DRLS model enhances both segmentation accuracy and computational time in 

comparison with the classic VLS-based approach. 

 

     The Contextual Recurrent levelset (CRLS) model was suggested by Le [21]. In their work, 

the levelset approach was reformulated to be a recurrent neural network, while the curve 

evolution was presented in a time series. Due to the levelset approach being rarely utilized in 

multi-class images, they made use of an object detection network to achieve single object 

images. However, as this method requires an auxiliary network, their work enhanced the 

performance with no further architectural or network changes. 

 

     Kim et al.  [22], proposed a new loss function known as the levelset loss that was developed 

to refine spatial aspects of segmentation results. To handle numerous classes within an image, 

they first break down the ground truth to binary images. However, every binary image involves 

background and areas that belong to a class, so it should be converted from levelset functions 

to class probability maps and compute the energy for every class. The network was trained to 

reduce the weighted sum of the levelset loss together with the cross-entropy loss. The suggested 

levelset loss enhances the spatial aspects of segmentation results in both  memory and time 

efficiency. Moreover, the results prove that the proposed model achieves better performance 

compared with previous approaches. 

 

3. Levelset Method Concept 

     Levelset Method is widely used in image segmentation because it can handle complex 

shapes and changes in topology. The idea is to make contours zero-level by defining an implicit 

function present in a higher dimension. The levelset function is simply a partial differential 

equation derived from a Laragia version of the active contour model.  

 

     However, the earlier partial differential equation-driven levelset approaches rely on edge 

information and are typically noise-sensitive. Thus, the Variation levelset Methods were 

introduced to address this difficulty by directly deriving the evolutional partial differential 

equation from a given energy function. Additional details such as region and shape can be easily 

and naturally formulated in the levelset domain using new methods. Iteratively applying 

gradient descent to reduce the evolution energy can solve the levelset based segmentation 

problem. Even though the variation levelset segmentation problem is non-convex, Chan and 

Vese found that using well-initialized levelset and momentum-based learning algorithms in 

neural network training can assist in reaching an optimal outcome. Because of these 

characteristics, variation levelset approaches can be used in conjunction with deep networks to 

address binary segmentation problems. 

The levelset approach captures the numerical evolution of an implicit interface as the zero 

contour of the levelset function (x): is defined as the signed distance function given the 

computational domain Rn and an interface [23]. 

 𝜙(𝑥) = {
−𝑑
+𝑑
0

   
𝑥 ∈ Ω−

𝑥 ∈ Ω+

𝑥 ∈ Γ
                                                                                                 (1) 

      where 𝑑 represent the Euclidean distance between x to Γ, and Ω− is the resulting inside 

region and Ω+ is the resulting outside region within the partitioned domain areas. 

Supposing that the phase motion Ω(t)) moves with velocity field 𝑣(𝑡, 𝑥) with boundary 𝛤(𝑡) ∶
=  𝜕Ω(𝑡), the evolution of the LSM 𝜙(𝑥) satisfies: 

𝜙𝑡 + 𝑣. ∇𝜙 = 0                                                                                                                        (2) 
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This equation requires being solved locally near the interface. It is useful to make interfaces 

that are equal to 1 similar to the signed range. This means that the levelset is a smoothly varying 

method that is suitable for high-order reliable numerical methods. The reinitialization 

algorithms preserve the signed range property through solving the steady state case. 

  

     The formula is: In practice, a signed distance function (x, y) is preferred since it delivers 

reliable numerical results. The viscosity solution of the Eikonal equation is also known as a 

signed distance function, and it meets the uniform gradient condition = 1. However, as it 

deteriorates numerically and wanders away from its desirable signed distance form, noisy 

features emerge, which are magnified when employed in partial derivative approximation. As 

a result, frequent reinitialization into a signed distance function is standard. The levelset 

reinitialization equation was first proposed by [23]: 

 

 𝜙𝑡 + 𝑆(𝜙0)(|∇𝜙| − 1) = 0                                                       (3) 

 

      Where, 𝜙0 is the levelset function prior to reshaping, and 𝑆(𝜙0) is a smoothed-out sign 

function, and t is the pseudo time. The 𝑆(𝜙0) can numerically approximated [24] as: 

 

𝑆(𝜙0) =
𝜙0

√𝜙0
2+(∆𝑥)2

                                                                  (4) 

 

      The zero-LS (Γ), of a bivariate function, 𝜙(𝑥): ℝ2 ⟶ ℝ, traveling across a discretized 

domain (Ω), is depicted in Figure 1. 

 

 
Figure 1: Levelset values are utilized in the normal curvature computation at a grid node 

𝜑(𝐼,𝑗). The normal projection onto the interface (Γ) is denoted by the point (𝑥(𝑖,𝑗)
⊥ ). 

 

     It also displays the nine parameters (𝜑) used in the numerical estimation of mean curvature 

at each node (𝐼, 𝑗). To solve equation 3 to a steady state, the fifth-order appropriate Hamilton-

Jacobi WENO scheme is used [25] to calculate the spatial derivatives in equations 2 and 3. 

Geometrical quantities are generally computed from the LS function, involving the unit normal. 

�⃗⃗� =
∇𝜑

|∇𝜑|
=

𝜑𝑥
2  𝑣𝑏𝑐−2𝜑𝑥𝜑𝑦𝜑𝑥𝑦+𝜑𝑦

2𝜑𝑥𝑥

(𝜑𝑥
2+𝜑𝑦

2)3/2                                                        (5) 

and the curvature, 

𝑘 = ∇. (
∇𝜑

|∇𝜑|
) = ∇. (

𝜑𝑥
2  𝑣𝑏𝑐−2𝜑𝑥𝜑𝑦𝜑𝑥𝑦+𝜑𝑦

2𝜑𝑥𝑥

(𝜑𝑥
2+𝜑𝑦

2)3/2
)                                                        (6) 
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       When the denominators are nonzero, the spatial derivatives in equations 5 and 6 can be 

calculated using standard second-order accurate central difference. Aside from that, a one-sided 

difference is used. 

From both a theoretical and numerical standpoint, the LSM has been an extremely useful 

framework. It allowed for the robust description of major changes in domains (including 

topological changes). From shape optimization techniques, it is possible to determine the shape 

gradient related to shape Ω, where the vector field 𝑉Ω : ℝ𝑑 ⟶ ℝ𝑑  such that 𝐽((𝐼𝑑 + 𝑡𝑉Ω)(Ω))  

is less than 𝑗(Ω), for t>0 is less enough. 

 

 
Figure 2: Shape adjusting using LS. 

 

Related to the initial design Ω0, the shape sequence can be computed by: 

 

 Ω𝑛+1  = (𝐼𝑑 + 𝑡𝑛𝑉Ω𝑛)(Ω𝑛)                                                                                    (7) 

 

      where 𝑡𝑛 is a s a pseudo-time step, evolves by decreasing the criterion J(Ω). 

 

4. Proposed Model  

     The levelset with the deep prior procedure is proposed for improving performance of the 

fully convolutional network and conducting complex sense segmentation using the levelset 

method. Figure 3 shows the main system scheme. 

 
Figure 3: Proposed system scheme. 

 

 

4.1 Modeling the Deep Conv. Prior  

     A CNN-based prior is the Deep Convolutional Prior. The proposed CNN is approached as a 

network having two parts: classification and regression (Figure 4). The categorization part is 

responsible for identifying the objects within the image. The regression part is used to forecast 

where each object will be in relation to its bounding box. 

Images 

Deep 

Convolutional 

Prior 
LS Output  
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Figure 4: Deep Convolutional Prior structure. 

 

     A fully convolutional network can extract desired features and learn patterns during training 

on the training set, and these capabilities are reflected in the probability map. As a result, based 

on the pixels in the receptive area, the probability map keeps the details of the segmentation 

target. The probability map can, for example, reflect the probability that each pixel in the 

Portrait data set corresponds to a person. Even though there is a chance that it is inaccurate, it 

preserves most of the correct forecasts, including the correct pattern information. The method 

of combining the probability map with the shape priors and, the levelset approach for semantic 

segmentation can be used based on these qualities of the probability map.  

 

     The output of the Fully Convolutional Network is a probability map indicating which 

category every pixel belongs to. The probability map's segmentation form is noisy, but it still 

preserves a large portion of the proper segmentation. As a result, using the graph attention 

network approach, an optimum affine transformation of the image's standard shape mask (the 

shape prior) can be derived based on the "probability" shape. Finally, to accomplish image 

segmentation, the image, probability map, and affine mask are utilized as inputs to the levelset 

technique. The proposed model connected layer is shown in the Figure 5. 

 

 
Figure 5: Proposed system scheme. 

 

4.2 The Methodology for Improving Levelset Segmentation 

     The region force is determined by a reference to the probability that is returned by the 

classifier. The edge field can depend on this classifier to reduce spurious edges. The levelset 

technique relies on its accuracy. Nonetheless, a classifier's accuracy is determined by the quality 

of its training data, and a lack of high-quality training data is evident at the outset. However, it 

is arguable that the levelset method’s posterior probabilities are more accurate than the 

classifier's initial likelihoods since the posterior probabilities have higher spatial coherence and 

achieve better results with the edge field. If posterior probabilities are used as training data, it 

may lead to a better classifier. In this way, not only can a classifier be used to improve the 

levelset method’s outcomes, but the levelset method’s higher quality training data can also be 
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utilized to improve the classifier. To attain better outcomes, it was decided to alternate classifier 

training with the levelset technique multiple times. Algorithm 2 depicts the steps of this 

multiphase levelset technique. During each pass, the edge field is updated according to the 

algorithm through suppressing spurious edges by using the most recent classifier's pixelwise 

probabilities. The following is a description of the algorithm: 

 

       As described in section 3, the LS Method for image segmentation can completely 

symbolize the segmentation contour in the form of a surface. In particular, the segmentation 

contour s would be zero level of the surface function. Based on [26], the  deep conventional 

levelset can be solved using the following equation:  

 
𝜕𝜑

𝜕𝑡
= 𝑔||∇𝜑||𝑑𝑖𝑣

∇𝜑

||∇𝜑||
+ 𝑔||∇𝜑||𝑣 + ∇𝑔. ∇𝜑                                                                (8) 

Where, 𝑔 represent the image features, which is characterized by following equation: 

𝑔(𝐼, 𝛼) =
1

1+ 𝛼||∇𝐼||2
                                                                                (9) 

 

       In which, 𝐼 is the smoothed image being segmented and 𝛼 is the variable that can control 

the edge strength. Hence, it can use a finite difference scheme to solve equation (8) 

𝜑𝑡+1 = 𝜑𝑡 + ∆𝑡
𝜕𝜑

𝜕𝑡
                                                                                     (10) 

     Therefore, the selection of an initial surface parameter 𝜑0 has a significant effect in guiding 

the curve evolution to detect the correct segmentation as 𝜑0 implicitly represents the initial size, 

position, and the segmentation contour shape in this formulation. The levelset random in terms 

of position and size within the image. However, if the image is noisy or involved several 

different objects, setting 𝜑0 as broadly as possible, i.e., from the image's borders, the levelset 

method will be unable to segment the target object only. From this justification, the LS method 

is provided with a prior for the object's location and size, which could potentially improve 

segmentation effectiveness. Furthermore, by specifying a location prior to segmentation, the 

levelset method can target a specific object within the image, reducing segmentation noise. 

For this model, the initial parameters  𝜑0 has the following function  

𝜑0
𝑦

= {
1              𝑖𝑓 (𝑖, 𝐽)𝑖𝑠 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝐵
−1                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                        (11) 

 

The proposed algorithm of levelset is described in follows: 

 

 

 

 

 

 

 

 

 

 

Algorithm of levelset t Method 

1. Declarations: Image, levelset function (φ), pixelwise foreground probability (P),      

number of passes(n). 

2. procedure levelset 

• when n ≥0 𝑛 ← 𝑛 − 1 
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• Sampling of Data: 

• Constructs the set M of random sampled pixels  

i.In case φ(x) ≤ 0 and when 𝑖 ⊂  𝑀, added pixel xi into the positive training set (F) 

ii.In other cases, added pixel xi into negative training set (B)  

• Updating the Classifier: 

i.Start Training a new probabilistic classifier by using both F and B.  

ii.Recalculate the P value using the new classifier. 

• levelset Method: 

i.Reinitialize the levelset function 𝜑 using P  

ii.Run the levelset et method through using P and Φ until convergence 

3. end procedure 

4. Output: The label of all pixels calculated from the final levelset function 

 

 

4.3 The Metrics 

     To evaluate the performance of the proposed model, three metrics were used : precision, 

recall, and F1-score. These metrics were calculated as follows []: 

• Precision: shows how many of the data that were predicted to be positive turned out to be 

correct. In other words, a high level of accuracy means there are less false positives. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑝

𝑇𝑝+𝐹𝑝
                                                                                 (12)     

Where, 𝑇𝑝 is the number of true positive, 𝐹𝑝 is the number of false positive. 

 

• Recall: The recall is the statistic that is used to determine whether the classifier is 

comprehensive. A lower recall rate is associated with a higher rate of false negatives, while a 

higher recall rate is associated with a lower false negative rate. When there is an increase in 

recall, there is frequently a drop in precision. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑝

𝑇𝑝+𝐹𝑁
                                                                                           (13)     

Where,  𝐹𝑁 is the number of false negative. 

 

• F1-Score: The F1-score can be calculated by taking the product of recall and precision and 

dividing that result by the total of recall and accuracy. 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
                                                          (14)     

Where,  𝐹𝑁 is the number of false negative. 

 

5. Experimental Results  

     The proposed multi-stage levelset method was successfully applied to a high number of 

images using a PC with a CPU type Intel(R) Core(TM) i7-8550U CPU @ 1.80GHz   2.00 GHz,  

20.0 GB RAM,  windows 10, MATLAB 2022a. The dataset was taken from the PASCAL2 

website [27]. The number of training images used was 16551 and the number of validation 

images was 4952. The test set was first fed into the network, which produced a classification 

result as well as a bounding box. Then the bounding box was fed into the levelset model. The 

final segmentation contour was the zero-level curve of the most recent evolution of surface 

parameters. 

  

     The accuracy of the proposed network is first computed on a two-dimensional irregular 

interface. The arbitrary values =1x105, v =1, number of epochs =100 with 156 iterations per 
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epoch, and number of hidden =4 x 128 where chosen. The training took about 2 hours and 10 

mins to train the network through 15600. The training loss of the proposed model through 

iterations is shown in Figure 6. 

 

 
 

Figure 6: The training loss of the proposed model through 100epochs ((156000) iterations 

From Figure 6, it can be seen that the training loss dropped from 2.4 at the first iteration of the 

first epoch to 0.049 at the last 15600 iteration. 

 

     Then, the metrics in section 4.3 was computed. The results show that the proposed model 

has achieved 94.43% in precision and 95.91% in recall %, so it got 95.16% in F1-score. Figure 

7 show the area under the curve (AUC), which was used to calculate the average precision. This 

parameter assesses the network's performance in terms of recall and precision. 

 

 
Figure 7: The training loss of the proposed model through 100epochs ((156000) iterations 

     When comparing the proposed model with the same CNN model without levelset, the result 

show that the proposed model achieved higher accuracy of 0.951 than CNN model without 

levelset, which achieved 0.902. Table 1 shows the testing results. 
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Table 1: Scores for tested results for proposed model using proposed LS algorithm compared 

with standard deep conventional network 

Classification accuracy of proposed model Classification accuracy of CNN model without LS 

0.951 0.902 

 

      Figure 8 shows image samples that have noisy environment and the edge detection result 

by the proposed model. 

 

  
                                 (a) 

   
                                   (c) 

 

 
                  (b) 

 
                  (d) 

Figure 8: Two samples of biological image with noisy environment Left (a) and (c) the input 

images, and the right (b) and (d) are the edge detection results. 

 

      As can be seen from Figure 8, the proposed method effectively determines the edges of the 

desired object so it can extract features in very high detail. Figure 9 shows the extracted images 

from the complex background. 

 

 

 
Figure 9: Extraction results of flower image with complex edges (a)) the input images, (b) the 

feature extracted result 
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      In Table 2 a comparison is presented of the proposed model with some related works 

mentioned in section 2. مقارنة للطرق   

 

Table 2: Comparison between the proposed model and some related works 

Recent Works Method Dataset Results 

Hu et al. 

(2017) [19] 
Deep levelset Network 

SED2, PASCAL, 

ECSSD, OMRON, 

HKU-IS and 

THUR 

 

For PASCAL dataset it achieved 0.136 in 

Mean Absolute Error (MAE) and 0.651 in 

Fβ score (A modified form of the F1 score) 

Le et al (2018) 

[20] 

Recurrent Fully 

Convolutional Neural 

Network 

BRATS 2013 

dataset and 

BRATS 2015 

dataset 

For BRATS 2013 dataset it achieved 0.90% 

in Sensitivity (Recall), 0.91 in Specificity 

and 0.89 in Dice (F1 Score). For BRATS 

2015 dataset it achieved 0.91% in 

Sensitivity (Recall), 0.90 in Specificity and 

0.88 in Dice (F1 Score) 

Le (2018) [21] 

Contextual Recurrent 

Residual Networks 

(CRRN) 

Siftflow dataset 

and CamVid 

dataset 

Achieved 84.7% in per-pixel accuracy (PA) 

and 61.0% in per-class accuracy (CA) for 

Siftflow dataset. And achieved 84.4% in PA 

and 54.8% in CA for CamVid dataset 

Kim et al. 

(2019) [22] 

Modified 

Approximated 

Heaviside Function 

(MAHF) 

PASCAL VOC 

2012 

Mean Intersection-Over-Union (mIOU) = 

76.5 

Our Model 

Deep Convolutional 

Neural Networks 

(DCNN) 

PASCAL2 
Achieved 94.43% in precision, 95.91% in 

recall %, and 95.16% in F1-score. 

 

6. Conclusion 

     This study demonstrated how to optimize the Fully Convolutional Network Accuracy by 

integrating Deep Convolutional Neural Networks as a prior to levelset method to achieve an 

automatic natural image feature extraction rather than the traditional method that only 

incorporates uninformative prior, and it does not fine tune any hyper parameters.  

From the results, we can prove that the proposed method has improved the segmentation results 

significantly by using prior knowledge. The Deep network in our method was found to be the 

lower and upper bounds, respectively, for overall precision and recall. The results show that the 

proposed model has achieved 94.43% in precision and 95.91% in recall %, so it got 95.16% in 

F1-score. In addition, when compared with model with same CNN model without levelset, the 

result show that the proposed model achieved higher accuracy reaching up to 0.951 that is more 

than CNN model without levelset that achieved 0.902. 
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