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Abstract 

     Foreign Object Debris (FOD) is defined as one of the major problems in the 

airline maintenance industry, reducing the levels of safety. A foreign object which 

may result in causing serious damage to an airplane, including engine problems and 

personal safety risks. Therefore, it is critical to detect FOD in place to guarantee the 

safety of airplanes flying. FOD detection systems in the past lacked an effective 

method for automatic material recognition as well as high speed and accuracy in 

detecting materials. This paper proposes the FOD model using a variety of feature 

extraction approaches like Gray-level Co-occurrence Matrix (GLCM) and Linear 

Discriminant Analysis (LDA) to extract features and Deep Learning (DL) for 

classification. The data for this research was taken from the Shanghai Hongqiao 

International Airport runways. FOD has been done via utilizing a Convolutional 

Neural Network Classifier (CNN) with 27 layers. Those layers are distributed as 

follows: nine convolutional layers of type 1D; eight leaky ReLU layers; seven 

maxpooling 1D layers; two fully connected layers that are represented by the 

(Dense); and one flattening layer. The performance measures utilized in the system 

are precision, accuracy, F-score, and recall. The experimental results obtained after 

implementation and testing are of accuracy 99.8%, precision 100%, recall 100%, 

and F1-score is 100%. Experiments show that the proposed method has good 

performance in detection accuracy.  

 

Keywords: Foreign Object Debris; Linear Discriminant Analysis; Gray-level co-

occurrence matrix; Deep Learning; Convolutional Neural Network. 

 
 

التعلم العميق باستعمالالتعرف على مواد حطام الأجسام الغريبة   
 

اياد روضان عباس, *دينا رياض شاكر  
ققسم علوم الحاسوب ، الجامعة التكنولوجية ، بغداد ، العرا  

 
 الخلاصة

بأنها إحدى المشكلات الرئيسية في صناعة صيانة  (FOD) حطام الأجسام الغريبةمشكلة تُعرَّف       
وهو جسم غريب قد  (FO) السلامة. إنه يرمز إلى الجسم الغريبالخطوط الجوية ، مما يقلل من مستويات 

يؤدي إلى إلحاق أضرار جسيمة بالطائرة ، بما في ذلك مشاكل المحرك ومخاطر السلامة الشخصية. لذلك ، 
من المستوى الأول في مكانه لضمان سلامة تحليق الطائرة. افتقرت أنظمة من الأهمية اكتشاف التضاؤل 

من المستوى الأول في الماضي إلى طريقة فعالة للتعرف التلقائي على المواد ، فضلًا اؤل الكشف عن التض
من المستوى الأول يقترح هذا البحث نموذج التضاؤل عن السرعة العالية والدقة في الكشف عن المواد. 
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 (GLCM) الرمادي مجموعة متنوعة من مناهج استخراج الميزات مثل مصفوفة التكرار ذات المستوى  باستعمال
  (LDA) والتحليل التمييزي الخطي

من أجل التصنيف. تم أخذ بيانات هذا البحث من مدارج مطار  (DL) لاستخراج الميزات والتعلم العميق
 العصبية الشبكات مصنف استخدام خلال من الأول المستوى  منشنغهاي هونغكياو الدولي. تم إجراء التضاؤل 

 ، accuracy precision,مقاييس الأداء المستخدمة في النظام هي طبقة.  27مع  (CNN) التلافيفي
recall وF1-score  ،كانت  النتائج التجريبية التي تم الحصول عليها بعد التنفيذ والاختبارaccuracy 
تظهر التجارب أن طريقتنا المقترحة  ٪ F1-score 100 ٪ وrecall 100٪ وprecision 100 ٪ و99.8
أداء جيد في دقة الكشف. المعالجة المسبقة واستخراج الميزات والتصنيف هي مراحل النظام الثلاثة لها 

 .المقترحة
 

1. Introduction 

     FOD on the runway has been widely known as one of the most serious challenges for 

airport safety since the Concord disaster at the Charles de Gaulle airport in France in 2000 

[1]. FOD is a major issue in the aviation maintenance sector, lowering an aircraft's degree of 

safety. Actually, it might just be adequately minimized and controlled if the precise and right 

control approach is used. Between 1998 and 2008, the Aircraft Transport Safety Board 

(ATSB) received 116 FOD reports that affected high-capacity air transport aircraft. The 

majority of them occurred throughout the busiest hours of operations at major Australian 

airports. Nine of them took place on the apron of the aerodrome, whereas the remaining 12 

took place on taxiways [2]. Metal pieces, debris, and other FOD on the airport runway are a 

danger to aircraft landing and taking off [3]. Considerable development was achieved in 

autonomous identification regarding airport pavement apparent disease and FOD 

via computers with the advancement of Image Processing and Deep Learning technologies 

[4]. The FOD Finder system, the Tarsier system, the FODetect system, and the iFerret 

system are currently the best FOD detection methods. A few of them are capable of obtaining 

the FOD image. However, they are unable to classify FOD automatically based on the FOD 

image [4]. 

 

     Artificial intelligence and its sub-classes excel in a wide range of domains requiring smart 

decisions, from small binary classification assignments to huge clustering problems up to 

large recognition assignments [5]. Deep Learning technology has become a buzzword due to 

its ability to provide good results in the tasks of image classification, natural language 

processing (NLP), and object detection. This results from the availability of large datasets as 

well as powerful Graphics Processing Units (GPUs) [6]. The use of deep CNN is one of the 

most prominent approaches for image classification and object detection[7]. 

The proposed system combines two feature extraction methods, LDA and GLCM, for feature 

extraction and the number of layers in deep learning for classification.  

The following is a breakdown of the paper structure: Section 2 introduces related works; 

Section 3 contains the proposed system; Section 4 introduces the results; and Section 5 is the 

conclusion. 

 

Related work 

     Recently, some successful systems have been suggested to handle the FOD detection 

problem. 

[8] provided a new FOD detection method that uses transfer learning and Deep Convolutional 

Neural Network (D-CNN) models. They created a FOD image dataset utilizing images of the 

airports and the research institute's headquarters at Shanghai Hongqiao Airport Terminal. The 

studies demonstrate that the suggested technique can boost material recognition accuracy by 
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39.6%. In this study, the performance of the three D-CNN models is compared. The first was 

AlexNet, which used MINC-trained parameters and had a 47% accuracy. The second was 

AlexNet, which used parameters from both the MINC and FOD datasets, a model with a 73%. 

The third model, with a 78%, was upgraded with parameters learned on the MINC and FOD 

datasets. 

 

     In[3], a recognition system dependent on You Only Look Once (YOLOv3) is provided. To 

detect small-scale FOD, this technique uses deep communication over a network for 

extracting features and multi-scale feature fusion. To test the strategy, sample datasets 

regarding FOD are created. Experiments demonstrated that the YOLOv3-based detection 

method accurately detects alien objects' detritus and is efficient and robust. FOD detection 

accuracy is 93.1%. 

 

     In[9], drones would be used to take photographs, and then a trained algorithm would be 

used to detect any FODs. The gathered image database supplied a wider range of images, 

enhancing the model's robustness. Two models were developed: one including six separate 

classes and the other a single object class model. The general online model and the local 

compact models were employed as training algorithms. The compact model can analyze 

images quickly, but it loses the general accuracy of the model. Furthermore, the general 

model has a higher precision compared to the small model. FOD detection accuracy for a 

single class is 88.8% and for multiclass is 96.3%. 

 

     In[6], a Deep Learning technique for FOD classification is provided. The Convolutional 

Neural Network (CNN) is a Deep Learning technique that produces substantial results in 

image recognition. The study’s goal is to establish the CNN algorithm model with the highest 

classification accuracy for FODs. CNNs are multilayer neural networks with a supervised 

learning architecture. They are composed of two components: feature reviewers and trainable 

classifiers. The research began with creating a dataset and a CNN algorithm model, followed 

by the addition of training and testing data. The CNN model uses a 64 × 64 input image, a 

learning rate of 0.001, a filter size of 3 x 3, the epochs are 100, the training data is 1200 data 

points, and the test data is 20. A single layer of convolution is utilized. The algorithm 

developed can classify FOD objects into six categories with an accuracy of 86.6% and 

provide the best classification results into four categories with an accuracy of up to 90%. 

 

2. The Proposed System  
     The FOD dataset is divided into three classes, each having a total of 3000 images. 70% of 

samples have been chosen at random for training and 30% for testing. The samples were then 

preprocessed. The FOD offers a classification model that combines LDA and GLCM to 

extract FOD features and deep learning to extract powerful features and classify the FOD. 

Figure 1 shows the block diagram of the proposed system. 
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Figure 1: The block diagram of the proposed system. 

 

3.1 Dataset Description  

     The image dataset that has been used in this paper was collected from the runways of 

Shanghai Hongqiao International Airport [10]. In this dataset, three common FOD materials 

are used: metal, plastic, and concrete. The most common locations for these materials are 

runways and taxiways. Under bright light in an outdoor context, extreme reflectance 

phenomena can occur in metal and plastic. To complicate matters further, these images were 

captured on concrete runways or taxiways. The concrete background of metal or plastic 

images makes separating these two materials from the background extremely difficult. As a 

result, careful handling is required to identify metal, plastic, and concrete appropriately.  

 

      The FOD dataset has three aspects. First, each material category had a large amount of 

intra-class diversity. The shapes or identities of images belonging to the same material group 

were frequently radically different. Second, the background of all of the images was concrete. 

Third, the images were taken in naturalistic contexts. Therefore, this dataset is more 

complicated. There are three classes in the FOD dataset, totaling 3000 pictures: 1000 pictures 

of metal, 1000 pictures of concrete, and 1000 pictures of plastic. Randomly select 70% of 

samples for training and 30% for testing in the FOD dataset. The statistics of the FOD dataset 

have been listed in Table 1. 

 

Table 1: Characteristics of the FOD dataset 

Object Training Testing 

Metal    700   300 

Plastic    700   300 

Concrete    700   300 

The FOD image dataset samples can be shown in Figure 2. 
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(a)                          (b)                                   (c) 

Figure 2: The FOD dataset image samples that range as a. Concrete FOD, b. Metal FOD, c. 

Plastic FOD 

 

3.2 FOD Image Preprocessing and Feature Extraction 

3.2.1 FOD Image Preprocessing 

      The primary purpose of preprocessing is to enhance image data by removing undesired 

distortions or boosting certain image attributes that are required for future processing. 

 

A. Grayscale Image  

Grayscale images have one dimension (channel) and consist of only gray shades of colors, 

which are only 256 gray colors when 8-bit representation is used. These image combinations 

are referred to as monochrome since monochrome refers to the presence of only one color, 

while color refers to chromium. The conversion of the image from RGB mode to grey is 

accomplished using Eq. (1).  

                               𝐺𝑟𝑎𝑦 = (0.21 xR) + (0.72 xG) +  (0.07 xB)                                         (1) 

Where, R: red, B: blue and G: green. 

 

     The reason for this conversion is to reduce the amount of data required to represent the 

image. Images in the grayscale color space have only one channel, whereas images in the 

RGB (Red, Green, and Blue) color space require three channels to be saved and represented in 

the machine as a digital image. The translation of colored images to grayscale increases 

processing speed. Naturally, the grayscale image has an intensity that is stored as an 8-bit 

integer, giving 256 distinct grayscale possibilities ranging from white to black. 

 
B. Histogram Equalization 

Histogram equalization can be defined as a spatial domain approach that generates an output 

image with an even distribution of the pixel intensities. This indicates the fact that the 

histogram of the output image has been flattened and extended in a systematic manner [11]. 

Due to its simple function and efficacy, histogram equalization is commonly utilized for 

contrast enhancement in several applications [12]. Histogram equalization can be shown by 

Eq. (2).  



Shaker and Abbas                                     Iraqi Journal of Science, 2023, Vol. 64, No. 5, pp: 2533-2544 
 

2538 

                                                   Cdf (K) =  ∑  r(i)K
i=1                                                              (2)                                

 

Where, K represents the gray value and r illustrates the image histogram. 

                          F[pixel]  =  round ((
cdf(K)− cdf(K)min 

N∗M−cdf(K)min
) ∗  (G –  1))                                             

(3) Where, cdf(K)min: represents the minimal value of cumulative distribution function. 

𝑁 ∗  𝑀: Columns and rows number of images. 

𝐺: Gray levels used =256. 

 

C. Gaussian Filter 

This filter uses a Gaussian function in order to eliminate image noise. Because the Laplacian 

operator is sensitive to the noise that can obstruct its efficiency, it is necessary to reduce 

noise. The Gaussian function generates a filter which could be implemented on every one of 

the image pixels. It is estimated in 2 dimensions via Eq. (4): 

                                               𝐺𝐹(𝛼, 𝛽)  =
1

(2𝜋𝜎2)
𝑒

−
(𝛼2+𝛽2)

2𝜎2                                                                         

 

      Where, α represents the measure between the origin point and the horizontal axis, and β 

represents the measure between the origin point and the vertical axis. σ represents the 

Gaussian distribution’s standard deviation [13]. Thus, the Difference of Gaussian (DoG) is 

one of the common approximations to the Laplace of Gaussian (LoG) operator, and those are 

highly significant basic image transformations [16]. 

 

D. Image Resize 

     Image resizing is a technique used in image processing to enlarge and shrink the size of a 

given image in pixel format. The objective of image resizing is to reduce the amount of data, 

which reduces processing time. Changing the FOD image dimensions is an important stage 

where the images are resized based on a bilinear interpolation routine. The image size is 

changed to 50 * 50 pixels, making all images of one size and allowing a faster training 

process. 

 

3.2.2 FOD Feature Extraction 

     Feature extraction extracts the best discriminating features of the image that are not 

susceptible to unpredictable environmental differences such as contrasts in scale, illumination, 

and pose. In this study, two approaches to feature extraction have been utilized: LDA and 

GLCM. 

 

A. Linear Discriminant Analysis (LDA)  

LDA is a data transformation method that takes a set of data and turns it into new data with 

specific statistical qualities [15]. For dimensionality reduction, LDA is a prominent 

supervised method. In the pattern recognition and computer vision communities, the LDA is a 

traditional statistical approach that reduces dimensionality while retaining as much class-

discriminating information as possible. LDA works on the assumption that all data is 

available beforehand, and LDA feature space is calculated via determining the eigen 

decomposition of a suitable matrix. In some cases, the data is provided in a sequential order, 

and LDA features must be incrementally updated through the observation of new incoming 

samples [16]. The LDA method’s conventional implementation necessitates the availability of 

all samples in advance. The LDA approach finds an orientation which decreases the high-

dimensional feature vectors that belong to various classes to a lower-dimensional feature 

space such that projected feature vectors of one of the classes in such a lower-dimensional 
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space have been well separated from other classes’ feature vectors [17], as shown in Eq. (5) to 

(8) below: 

                                                μj =
1

nj
∑ xixi∈ωj

                                                            (5) 

 

                                                μ =
1

N
∑ xi = ∑

ni

N

c
i=1

N
i=1 μi                                        (6) 

 

                                                SB = ∑ ni(μi − μ)(μi − μ)Tc
i=1                                  (7) 

 

                                                SW = ∑ ∑ (xij − μj)(xij − μj)
Tnj

i=1
c
j=1                          (8) 

Where, 𝑋𝑖𝑛 represents the 𝑖−𝑡ℎ sample in j the class. 

                                                W = SW
−1SB                                                                               (9) 

 

                                                Y = XVK                                                                         (10) 

 

      Where, N:  The total number of samples; 𝑛𝑖 represents number of samples of  𝑖−𝑡ℎ class;  

µ𝑖 represents projection of mean of  𝑖−𝑡ℎ; µ Projection of the total average value of all classes; 

𝑆𝐵 inter-class variance; and 𝑆𝑤𝑖 the within-class variance of  𝑖−𝑡ℎ  class; represents difference 

between mean. 

 

B. Gray-level co-occurrence matrix (GLCM) 

     The statistical distributions of intensity value combinations at distinct positions in relation 

to one another in the image are used for extracting 2
nd

 order statistical texture features. 

Statistics have been classified as 1
st
, 2

nd
, or higher order according to the number of points of 

intensity in the image. Higher-order statistics are theoretically possible, but because 

of computational complexity, they cannot be implemented. Texture features store information 

on the structural arrangement of the surfaces as well as their relations with their surroundings. 

From correlation, energy, Inverse Difference Moment (IDM), entropy, summation variance, 

homogeneity, contrast, autocorrelation, dissimilarity, IDM normalized, maximum probability, 

and many more texture-based properties are derived. Some of them have been formulated as 

follows [18]: 

 

a. Energy: which is another name for the ‘uniformity’ or the ‘angular second moment’. It 

results in the summation of the square elements in the GLCM matrix. It’s by mean values of 

the homogeneous areas to the non-homogeneous ones. It is high in the case where the 

frequency of the high repeated image pixel is high, as shown in Eq. (11):  

   

                                           Energy =  ∑ (
𝑘−1

𝑛,𝑚=0
𝑃𝑛𝑚)2                                                        (11) 

b. Entropy: which is the calculation of image randomness. As a result, the homogeneous 

image will lead to lower values of entropy, as shown in Eq. (12):  

              

                                           𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ −𝑙𝑛(
𝑘−1

𝑛,𝑚=0
𝑃𝑛𝑚)𝑃𝑛𝑚                                  (12) 

c. Contrast: which is a measure of intensity, linking contrast between a pixel and its neighbor 

in the whole image, as shown in Eq. (13): 

                                          𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑃𝑛𝑚(𝑛 − 𝑚)2𝑘−1

𝑛,𝑚=0
                                             (13) 

 

d. Correlation: which measures the linear dependencies of the gray tones in the image. It is a 

specification of the way that a pixel is related to its neighbors, as shown in Eq. (14): 
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                                           𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ 𝑃𝑛𝑚
(𝑛−𝜇)(𝑚−𝜇)

σ2

𝑘−1

𝑛,𝑚=0
                                  (14) 

e. Homogeneity: It refers to the similarity of the pixels. The GLCM of the homogeneous 

image provides its value as 1. Its value is very small in the case where the image texture 

requires minimal alterations, as shown in Eq. (15):  

                                           𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑
𝑃𝑛𝑚

1+(𝑛−𝑚)2

𝑘−1

𝑛,𝑚=0
                                      (15) 

Where, 𝑃𝑛𝑚= (𝑛, 𝑚) th element of normalized GLCM.  

μ = average of the GLCM that has been estimated using the Eq. (16): 

 

                                         μ=∑ 𝑛𝑃𝑛𝑚
𝑘−1
𝑛,𝑚=0                                                                             (16) 

 

      Where, σ = the variance of the intensity values of all of the pixels that have been 

calculated with the use of:  

                                         σ2 =  ∑ 𝑃𝑛𝑚(𝑛 − 𝜇)2𝑘−1

𝑛,𝑚=0
                                                    (17) 

Where, K= number of the gray level values in the image.  

 

      In this paper, the proposed method combines LDA and GLCM features for image 

classification. Two features are extracted by the LDA and six features by the GLCM, then 

they are combined to have eight features that will be used for classification. 

 

3.2.3 FOD Classification with Convolutional Neural Network 

       Deep learning adds more "depth" (difficulty) to the model and changes the data with a 

variety of functions that allow data to be represented in a hierarchical way, with many layers. 

People who study DL use more complicated models that can do a lot of work at the same 

time. This means that DL can solve more difficult problems very quickly and very well. DL is 

made up of a variety of distinct components, depending on the network architecture used 

(e.g., convolutions, pooling layers, fully connected layers, gates, memory cells, activation 

functions, encode/decode schemes, and so on) [19]. The learning skills of neuronal cells 

associated by synapses in the human brain serve as inspiration for artificial neural networks. 

ANNs are unsuitable for image classification because these networks result in image size 

overfitting. CNNs are typically employed for image recognition jobs. The CNNs are the most 

prevalent [20]. Convolutional neural networks are one of the main categories for doing image 

recognition. It takes an input image, processes it, and classifies it under certain categories. A 

free open-source deep learning library, Keras, was used to implement the CNN model. Each 

input image will pass through a series of convolution layers with filters (Kernals), pooling, 

and fully connected layers (FC) to classify an object with probabilistic values between 0 and 

1. The CNNs work the same way whether they have 1, 2, or 3 dimensions. The difference is 

the structure of the input data and how the filter, also known as a convolution kernel or 

feature detector, moves across the data [21]. 

 

     The suggested CNN model will be described in-depth and illustrated in Figure 3, which 

will demonstrate the 27 layers that make up the model as in the following: 

1. Nine convolutional layers for feature extraction of type 1D. 

2. Eight Leaky ReLU layers. 

3. Seven Maxpooling 1D layers.  

4. Two fully connected layers that are represented by the (Dense).  

5. One flattened layer. 
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     The CNN model begins with convolutional layers (Conv1D) with a filter range (16, 32, 64, 

128, 256, 512, 1024, 50) and the kernel size is 3, stride =1. Then, leaky ReLU layers with an 

alpha value of 0.3 are used to reduce the high negative values that affect the results and bring 

them closer to zero. Then, Maxpooling 1D layers with pooling size=1, stride=1. And Dense 

layers with activation=linear to make the system work for classification and regression. 

Finally, flattens the layer to arrange the number of features in one line evenly. The learning 

rate that has been used is lr=0.0001. These layers are applied to the training dataset and tested 

by generating 3,304,293 parameters. The CNN layer can be shown in figure 3. 

 

 

 
 

Figure 3: The structure of the CNN layers. 

 

4. Results 
     There are various metrics of evaluation by which many classifiers can be examined and 

analyzed. To measure the performance of all models, we employ the most standard 

performance measures, which are precision, recall, and F-score metrics, as shown in the 

following equations [22]. 

 

4.1. Accuracy:  

     Represents the most significant one of the metrics for evaluating the classification. It’s the 

proportion of correct predictions, and the equation is used to determine it. 

 

                                         Accuracy =
TP+TN

TP+TN+FP+FN
                                                             (18) 

4.2. Precision: 

     This is often known as the positive predictive value, and is calculated as the ratio of 

positive measurements among all positive cases obtained from the model. 

                                        Precision =
TP

FP+TP
                                                                         (19) 

4.3. Recall: 

     It represents the portion of the instances which have been predicted accurately as positive 

to actual attack class size, and it is computed with the use of an equation. 

                          Rrcall =
TP

FN+TP
                                                                            (20) 
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4.4. F1-score:  

This is the geometric average value of the precision and recall, also known as the F measure. 

  

                       F1 − score =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                     (21) 

 

     In which TP (True Positive) represents the number of the samples that have been correctly 

assigned to a class; and TN (True Negative) represents the number of the samples that do not 

belong to a class and were not classified to that class; the number of samples belonging to one 

class yet incorrectly classified into another is referred to as FN (False Negative); the number 

of samples incorrectly classified into a specific class yet not belonging to that class is referred 

to as FP (False Positive) [23]. 

 

     Figure 4 shows the result of the CNN classifier. The strategy of mixed features, which 

combines the LDA and GLCM features, gives the best result because it still retains its 

satiability and gives only the important features, so when used with the CNN, it gives more 

accuracy and power in classification. CNN was shown to be effective in FOD classification 

with 27 layers. For example, the accuracy is 99.8%, precision is 100%, recall is 100%, and  

F1-score is 100%.   

  

 
 

 

Figure 4: The result of the CNN classifier 

 

5. Conclusion 

     Recognizing FOD materials is a difficult but necessary task which should be done in order 

to keep airports safe. Separating objects from the backdrop is exceedingly difficult due to the 

concrete background. This research proposes a new FOD classification system that combines 

the GLCM and LDA features. After reprocessing the image dataset, features are 

extracted using a combination of two feature extraction approaches. Lastly, CNN is utilized 

for classification, with a 99.8% accuracy rate. The experimental results using FOD datasets 

demonstrate that the proposed method is effective. 

This method has the benefit of being able to instantly distinguish FOD items acquired by the 

camera. This method’s shortcoming is the intricacy of CNN layers and the technique for 

feature extraction. For future work, deep learning will be used for feature extraction and 

machine learning for classification. 
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