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Abstract

This study has applied digital image processing on three-dimensional C.T. images
to detect and diagnose kidney diseases. Medical images of different cases of kidney
diseases were compared with those of healthy cases. Four different kidneys disorders,
such as stones, tumors (cancer), cysts, and renal fibrosis were considered in additional
to healthy tissues. This method helps in differentiating between the healthy and
diseased kidney tissues. It can detect tumors in its very early stages, before they grow
large enough to be seen by the human eye. The method used for segmentation and
texture analysis was the k-means with co-occurrence matrix. The k-means separates
the healthy classes and the tumor classes, and the affected parts were isolated from
the healthy parts. To isolate the kidney from the other anatomical parts in a CT image,
a mask must be generated, which is a binary image (0s or 1s). This mask was also
utilized to remove undesired characteristics from the images. Density slicing was
utilized to color the image based on its texture density. A slice is considered a band
of neighboring gray levels in a gray scale image seen through monocular color. The
gray scale band of (0-255) is transformed into a variety of color slices; it is the
conversion of a gray scale image to a colored image that efficiently displays
symmetric and diverse regions. Density slicing is a property process for segmentation.
The unsupervised classification process, the K-Mean clustering, is used the
application of K-mean on C.T. images to detect and classify the type of tumor in the
kidney. The K-mean clustering separates each class depending on the texture
properties and the distance from each class and color. This method of segmentation
was used to separate the affected part from the healthy part of the tissue; the K-mean
with Co-occurrence matrices gives statistical properties such as energy, homogeneity,
contrast, and correlation. These give an indication of the nature of the tissues that are
different in density. The standard deviation for the cancer was higher than the stone,
so was the mean, the contrast and the correlation. This means that the texture of the
cancer was brighter and has a none of grey level more than the stone and this can be
seen from the energy value; the texture of the cancer was highly correlated. This
method proved to be a good method for the early diagnosis.

Keywords- Computed Tomography (C.T.), K-Mean (K.M.), Image Classification,
Gray-Level Co-occurrence Matrices (GLCM), Red Green Blue (RGB).
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1. INTRODUCTION:

Medical imaging produces images that contain information regarding the anatomical
structure being examined, which helps to establish accurate diagnosis, choose the appropriate
treatment, monitor the treatment's progression, and so on. Physicians have always visually
completed medical image analysis. Yet, in the past 20 years, automated systems capable of
assisting physicians in such tasks were developed, primarily since they want to quantify some
functional and anatomical parameters that are useful for diagnosis and treatment, which have
previously been evaluated qualitatively by humans [1]. Medical research was
extremely open to image processing in applications such as computed tomography(CT) scans.
The image of the patient's body obtained by such a technique allows the physician to diagnose
and evaluate the patient condition without the necessity for surgery [2]. Early detection and
suitable treatment depending on a precise diagnosis are critical stages in improving disease
outcomes.Unsupervised classification process, the K-Mean clustering, can be applied on CT
images. It is a method of separating healthy tissues from tumor tissues in a CT image,
depending on tissue texture properties, distance between tissues and color[3]. It can be applied
on CT images to detect and classify the type of tumor in kidneys.

Statistical features as well as geometrical features, which represent the area and perimeter,
are calculated for tumor or stone in the kidneys, which are separated by the k-mean cluster
analysis process. It is very important to estimate the irregularity of the tumor or stone which
indicates the tumor and stone shape. The study aim is to use digital image processing on CT
images to diagnose kidney diseases. The unsupervised classification process, the K-Mean
clustering was used. This was done through many steps. First, the kidney in the selected CT
images was isolated from the other anatomical features in the image. The K-mean algorithm
was used on the CT images of the kidneys to diagnose the disease and isolate the damaged parts
from the healthy parts. Statistical properties of the kidneys were calculated for both the right
and the left kidneys and of the damaged and healthy parts through the co-occurrence matrices;
the geometrical features of the affected parts(tumor or stone) were then calculated. In this
method, a color was given to each area of the kidneys, depending on the density of the area, by
selecting it with boundaries. Then based on the color, the parts were separated to easily identify
the tumor and the affected part[3].

2. Methodology

2.1 Mathematics and Methods

2.2 SEGMENTATION: Segmentation separates the structures or subjects of interest from the
background and one another. C.T. segmentation separates the critical data required to
investigate its ROI Reign of Interest from the background data [3].

_(1if feoy) >T
F&) {Oif fOoy) <T =

T represents the threshold value. x, y represents the coordinates of the threshold value point.
f (X, y) represents the points of the gray level image pixels.

f (X, y) represents the intensity value of the pixel at (x, y) [4].
2.3 DENSITY SLICING
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It is the process of converting a gray scale image to a false-color image, which is an effective
way of displaying symmetric and diverse regions with an image [5]. Density slicing is the
monocular color band of neighbouring gray levels in a gray scale image. A 'slice’ is defined as
a band of nearby gray levels. Various color parts have been created from the gray scale band
(0-255). In addition, color density slicing uses gray levels to limit the number of image colors.
The human eye might just distinguish between about 16 shades of gray in an image, yet it can
differentiate between hundreds of colors. As a result, an image improvement approach changes
limit color to customize digital number values, which raises the variance of a particular D.N.
(Density Neighbouring of pixels) value compared to the image's nearby pixels. Parts of an
image that yield a given D.N. value of the benefit can be colored, or the entire image can be
converted from gray to color. Furthermore, density slicing is performed by dividing a band's
brightness band into periods, assigning a color to each one of the periods [5].

BEFORE AFTER
green
=
T blue| yellow
|
number
of
pixels viojet orange
| (blacks) —(grays)—(whites) black red
dark bright dark bright
brightness brightness

Figure 1: Density slicing customizes colors to limit brightness values periods [5].

2.4 K-MEANS CLUSTERING ALGORITHM:
K-means clustering can be defined as an algorithm that separates regions of an image based
on the image's attributes and quality,

where K is a positive number representing the number of groups. The distance between the
relevant cluster centroid and the data is minimized during grouping (clustering) [6]. K-means
clustering is considered a cluster analysis approach that aims to isolate or separate each
color based on the number of clusters to which each part belongs.
The following steps indicate the K-means clustering approach employed[6]:

1) The gray scale data points were fragmented into random choice centroids, one for each
cluster.
2) The mean values regarding all cluster elements were calculated to find other cluster
centroids.
3) New clusters were specified to obtain the area between the cluster elements and cluster
centroid.
4) Step 1 was repeated till the centroids do not move or till a certain number of repetitions have
been completed.
5)
The K-means technique is used to find the smallest value of an objective function:\
H=3%4_,%5_1d% — co|"2 ¢y
Where: dg represents data points and C, means the center of the cluster. K-means clustering
technique produces a cluster image [7], which consists of a number of clusters. It is worth noting
that the K-mean can be defined as an unsupervised classification procedure whose main goal is
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to segment images depending on each pixel's color value. In RGB ( Red,Green and Blue) color
space, the CT Image is displayed. The original image is displayed in RGB color space and then
transformed into a new color space for the segmentation of the image using the K-means
clustering technique

2.5 CO-OCCURRENCE MATRICES:

The gray level co-occurrence matrix (GLCM) is crucial in texture classification. The gray
level co-occurrence matrix (GLCM) is typically represented as (0, d), where (0) stands for the
angle between them (which is in general restricted to values (45+; 90+; 135+)) while (d)
represents linear distance in the pixels. The GLCM is used to generate various textural metrics
that aid in understanding the overall image content [7]. Also, it provides visual features linked
to second-order statistics, which considers the relationship between pixels or groups of pixels
(typically two). GLCM was suggested by Bino Sebastian et al., and have since become one of
the commonly used and most well-known texture properties; they defined the GLCM as a
square matrix [8]. The combined prospect distributions of pairs of pixels were used in this
approach. GLCM shows how frequently each gray level occurs when the pixel is placed in a
fixed geometric position for each subsequent pixel [9]. Averaging the texture features of the
four directional co-occurrence matrices [9]. Depending on the gray level, Figure (2) depicts a
3*3 image and the four GLCMs that go with it [9].

1 2 3 4
1 ({o|J]o|2]1
1 3 2 2 1 O 0|0
3 1 3 3 1 0O 0|0
[i [ i ] 2114 4a[o]l]1]o]o
(@) (b) (©)
Template Original Co-occurrence

image matrix

Figure 2: shows 3*3 images and 4 gray-level co-occurrence matrices [9].

3. RESULT AND DISCUSSION

The statistical characteristics are energy, contrast, homogeneity, correlation, mean, and
standard deviation and geometrical characteristic like area and perimeter, those characteristics
shown in Tables (1,2,3,4,5,6,7 and 8). The spatial gray dependence matrices are used to
construct the co- occurrence texture features. The relative frequency with which 2 pixels (one
with gray level value (i) and the other with gray level (j), separated by distance d at a specific
degree of an angle, which appears in the image are contained in the matrix (p). It is worth noting
that using all possible discrete signal levels when computing co-occurrence features from
images with a large number of potential pixel intensity values (e.g.) is not a good idea. If all of
the original intensity levels have been used, a noise in the image might readily blur the derived
texture information. As a result, it is desirable to use a quantization approach to convert the
original values of the intensity into a reduced number of potential levels.
Contrast: The contrast between the reference pixel and the surrounding pixels measures
intensity or gray-level differences [10].

C =X 2 =N pG) (2)
Correlation: The linear dependency of the gray level values in the co-occurrence matrix is

calculated using correlation [11].
1

N N .. ..
0x0y 2.5 2,2, p ()

cor = — UxHy 3)
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Entropy (ENT): It is a measure of randomness; it is one of the statistical characteristics by

which the nature of the texture image input is identified. H measures the randomness of a gray
level distribution.[11]:

H=—%5 %% p(i,Nlog(p. ) 4
Energy: The energy refers to how the image's gray levels are distributed [12]:
Energy = Y% " Sy ()] (5)

Homogeneity: homogeneity of an image is characterized by including just some gray
levels, GLCM gives only a few but fairly high values of p(i, j). [12].

Hom = 34 piot BB 4 | — ji (6)
Where: Ix Uy, Ox, and o, Are the means and standard deviation of p, and p,, .

1- Healthy case:

Original  Right (1) Healthy (2) Healthy
image No.1  kidney tissues tissues

Left kidney (1) Healthy (2) Healthy
tissues tissues

Figure 3: The original image of right and left kidneys with healthy tissues using K-mean
Clustering.

2- Stones cases (two cases)

2075



Hassan et al. Iragi Journal of Science, 2023, Vol. 64, No. 4, pp: 2070-2084

b ‘..f.lff 5 ; .',o 3 7

Original Right Healthy  Stone (cl) Stone  Boundary

image No.3  kidney tissues pressure of Stone
area on

the tissue

%
Left Healthy (c2) ) Boundary  Boundary
kidney tissues Cancer the tumor  of tumor

Figure 4: The original image with stone and cancer part using K-mean Clustering for kidney
stones.

Table 1: texture features for the abnormal part for left and right side of kidney.

Image  Standard . . Area in
No3 Deviation Mean Contrast  Correlation Energy Homogeneity pixels
cl 18.77 5.0497 0.2217 0.8702 0.8393 0.9794 76788
c2 43.1086 13.6327 0.2780 0.9027 0.8017 0.9707 104599

mcl 15 ®0 1
150000 1 right | 0.8 - 40 -
100000 kidne 0.6 M cl right M cl right
1 y : kid | kid
W c2 left 83 eney 20 aney
. i < M c2 left
50000 kidne o E e 0 m 2 left
y idney . Kid
0 - S b’g\. S idney
in oi & & & Q¥
Area in pixels (Joo & @

Figure 5: Graphs of the statistical features listed in Table (1).

Original Right Healthy (d1) Stone Boundary of

image kidney tissues stone
No.4
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Left kidney Healthy (d2) Stone Stone
tissues Boundary

Figure 6: The original image with stones part utilizing the K-mean Clustering for kidney
stones.

Table 2: texture features for the abnormal part of both left and right kidney.

Image  Standard . : Area in
No.4 Dev. Mean Contrast Correlation Energy Homogeneity pixels
dl 22.1559 4.2896 0.0475 0.9365 0.9073 0.9917 13121
d2 26.4011 6.2119 0.0637 0.9389 0.8588 0.9907 26701
30 mdl 1 L 30000 mdl
20 right 0.8 "o || 20000 right
kidne 0.6 & 10000 kidney
10 v 0.4 t
0.2 kid 0
0 : 0 ney Area

pixels

Standa

Mean
Contrast
Energy

Figure 7: Graphs of the statistical features listed in Table 2.

3- Cancer case (two cases)
Figure (7) and Table (3) show the cancer case for both kidneys, the healthy and the cancer

tissue, Table (3) gives the statistical features calculated from the co-occurrence matrix.

Figure (7): Graphs of

Original Right (1) Healthy (2) Healthy (1) Boundary
image kidney tissues tissues Cancer of cancer
No.9

Cancer
tissues tissue Boundary

Figure 8: The original image with (cancer case) using K-mean Clustering.
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Table 3: texture features for the abnormal part left and right of the kidney.

Image Standard Mean Contrast  Correlation Energy =~ Homogeneity Area
\[oR] Dev. in pixels

34.2714 8.3379 0.1421 0.9213 0.8819 0.9848 69583

i2 89.0099 57.5087 0.7013 0.9417 0.5019 0.9456 285053
100
300000
s 1 I
milright milright
50
kidny 05 m il right 200000 kidney
0 4 mi2 left kidney | 100000 mi2 left
'g S kidney 0 W2 left 0 kidney
] X :
?ég > 0&'@%%0‘2}% kidney Area in pixels
(%)
Figure 9: Graphs of the statistical features shown in Table 3.
Original Right (1) Healthy (2) Healthy
image No.10  kidney tissues tissues
Left Healthy Cancer ()] Boundary
kidney tissues pressure Unhealthy  of tumor
area on the tissues
tissue (tumor)

Figure 10: The original image with (cancer case) using K-mean Clustering.

Table 4: texture features for the abnormal part of the left kidney.
Image  Standard Homogeneit Area in

No.10 Dev. Mean Contrast Correlation Energy y pixels

i 89.0099 57.5087 0.7013 0.9417 0.5019 0.9456 223094
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Figure 11: Graphs of the statistical features of Table 5.

4- Cysts case (two cases): Figure (10) shows the right kidney with a stone while the left kidney
has stone and cyst. Table (5) shows that the value of mean for the cyst is very high compared
with that of stone; so is the standard deviation, the contrast, and the correlation while its energy
and homogeneity are low compared with the stone case. The homogeneity measures the purity
of texture, while, a low energy value means that there is a large number of gray level values in
the image.

Original Right (1) (2) (o1) Stone Boundary
image kidney Healthy Healthy of stone
No.15 tissues tissues

Left (1) (02) cyst  Unhealth (03) Boundar
kidney Healthy y tissues Stone y of
tissues stone

Figure 12: The original image using K-mean Clustering (cysts case).

Table 5: texture features for the abnormal part left and right of the kidney.
Image  Standard

Mean Contrast  Correlation Energy  Homogeneity L

No.15 Dev. pixels
01 26.8282 9.4676 0.0593 0.9452 0.7512 0.9878 44688
02 106.5509 90.6314 0.6342 0.9627 0.4548 0.9642 407040
03 28.4950 8.2222 0.0690 0.9435 0.8066 0.9883 34058

Figure (12) shows the cyst case for both right and left kidneys; as it can be seen from Table
(6), the texture feature for the cyst, the value of mean and standard deviation are high compared
with other cases.
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Original image Right kidney  Healthy (p1) Cyst Boundary of
No.16 tissues cyst

Left kidney Healthy tissues (p2) Cyst Boundary of
cyst

Figure 13: The original image with (cyst case) using K-mean Clustering.

Table 6: texture features for the abnormal part left and right of the kidney.

Image  Standard . : Area in
No.16 Dev. Mean Contrast  Correlation  Energy Homogeneity pixels

pl 89.9727 80.1624 0.3542 0.9709 0.4638 0.9745 392437

p2 91.5982 84.5029 0.2783 0.9775 0.4747 0.9818 396978
1
100
0.8 398000 mpl
50 m plright 0.6 m plright 396000 right
kidney 0.4 kidney 394000 kidney

0 : Hp2 left O.S H p2 left 392000 Hp2 left
< < . . .
-§ s kidney E a>5 kidney 390000 kidney
< 2 s 2 Area in pixels
& 8 "

Figure 14: Graphs of the statistical features listed in Table 6.
5- Kidney failure cases (kidney fibrosis) (two cases):

Figures (15) and (17) shows fibrosis cases for the two kidneys; Tables (7) and (8) exhibits
the statistical features of both kidneys. The features for (1,2,3,4,5,6) tables are nearly equel.
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Original Right kidney Healthy (s1) Unhealthy Boundary

image tissues tissues of fibrosis
: . J
S »
Left kidney  Healthy (s2) Boundary of

tissues Fibrosis fibrosis

Figure 15: The original image with (fibrosis case) using K-mean Clustering.

Table 7: texture features for the abnormal part both left and right of the kidney.

Stfg]dard Mean Contrast  Correlation Energy Homogeneity . (T
ev. in pixels
S1 86.8426 60.1378 0.8994 0.9172 0.4851 0.9379 398314
S2 89.0009 60.8671 0.2083 0.8383 0.8742 0.9746 334036
100 A 1 400000
msl
W s1 right 05 W s1 right 350000 right
50 A . * . .
kidney kidney 300000 kidney
H s2 left 0 M s2 left Areain Ms2 left
0 - : 7 kidney *g ) kidney pixels kidney
- 5 o

Figure 16: Graphs of the statistical features in Table 7.

Lty

Original Right Healthy (t1) Boundary
image No0.20 kidney tissues Unhealthy  of
tissues Fibrosis
fibrosis
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“

Left kidney Healthy (t2) Boundary of

tissues Unhealthy  fibrosis
tissues
fibrosis

Figure 17: The original image with (fibrosis case) using K-mean Clustering.

Table 8: texture features for the abnormal part both left and right of the kidney.

Image  Standard . . Area in

Nb.20 Dev. Mean Contrast Correlation Energy Homogeneity pixels
t1 74.9210 49.9382 1.4784 0.8327 0.4368 0.8795 399220
t2 75.0933 42.8303 1.2793 0.8491 0.5417 0.9171 351146

Table (8) shows the value of each side fibrosis cases. The values of the statistical features
are nearly equal.

20 15 400000 mtl
60 mtl ! 350000 right
right 0.5 idne
40 Kkidney mtl 300000
20 0 .
5 ¢ > > reh Area
0 : W2 left 8 o ® & o in Mt2left
T C ; s 2 o . i
-‘3 s kidney § % < §n pixels I;ldne
5 > 5 £
& © S
I

Figure 18: Graphs of the statistical features shown in Table 8.

4. GEOMETRICAL FEATURES

The geometrical features are very important in the tumor area and its surroundings. The area
calculation was based on determining the edge (perimeter), orientation length, width, diameter
of the tumor or kidney stone, and then irregularities account [13]. Geometrical features such as
the diameter, area, perimeter, and irregularity can be calculated by isolating the kidney tumor
or stone. If the number of pixels is equal to the one in the image, this indicates the region of
interest(ROI) white area of the tumor or kidney stone separate from the kidneys; if the value of
the pixels is equal to zero, this gives the background Black The irregularities in the tumor or
stone are computed by [13]:

I'=— (7)
Where: p represents the perimeter of the tumor, and A represents the area of tumor in units
called pixels. The index of the irregularity equals 1 only for a circular shape, and it is < 1 for
all other shapes [14].
A =Y white pixel in the image (8)
The area of segmented stones or tumor is calculated by counting the number of pixels in the
image array with the value 1. Binary images are employed in the computing domain [14].
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Geometrical features for K-mean clustering

Table (9) and Table (10) shows the values of the area and the perimeter for the stones,
cancer, cysts, and fibrosis for the right and left kidneys as calculated by the K-mean clustering
method

Table 9: The values of the
Area (A) in pixels

perimeter, area, and irregularity index of the right kidne
Perimeter (P) in pixel Irregularity Index (1)

Image No.

3(c1) 76788 17790 0.00304115
4(d1) 13121 8235 0.0024301292
9(i1) 69583 140208 0.0000444577
15(01) 44688 20289 0.001363513
16(p1) 392437 81789 0.0007368342

19(s1) 398314 330836 0.0000457077
20(t1) 399220 303788 0.0000543326

Table 10: The values of the
Area (A) in pixels

perimeter, area, and irregularit
Perimeter (P) in pixel Irregularity Index (1)

Image No.

3(c2) 104599 124424 0.0000848611
4(d2) 26701 16788 0.0011899241
9(i2) 285053 78279 0.000584285
10(j2) 223094 116040 0.0002080952
15(02) 407040 122781 0.0003391285
15(03) 34058 14538 0.0020239485
16(p2) 396978 66111 0.0011407977
19(s2) 334036 298466 0.0000470969

20(t2) 351146 282044 0.0000554426

5. CONCLUSIONS

Through this research, the correct method for early detection of kidney disease was reached,
and it was a good and clear method through the use of K-mean clustering is an excellent process
of segmentation used to classify textures and separate the affected part from the healthy part.
By this way, segmentation gives the right solution for diagnosis, and it allows radiologists and
physicians to identify the damaged parts of the kidney for protecting the normal parts from
radiation exposure during the treatement stage. This technique can detect tumors before they
grow large enough to be seen by the human eye. Through the use of the density slicing method,
each part was separated by color depending on the density of the texture. The transformation of
a greyscale image to colored image is an efficient method of showing various and symmetric
regions within an image. K-mean clustering is a method of separating each class depending on
the texture properties and the distance between each class and tissues. This method of
segmentation was used to separate the affected part from the healthy part of the tissue, the
statistical features which are calculated from co-occurrence matrix for both the right and left
kidney such as energy, homogeneity, contrast, correlation, standard deviation, and mean each
feature indicates the texture properties so classification of diseases. The texture of the fibrous
tissue had more variation in its grey level value while the cyst texture was regular in its shape,
so its variation was small; the healthy kidney was more correlated in its texture than the other
cases, the lower correlation was in the cancer case. The energy value was the highest for the
cyst case in which energy was high; when the number of grey levels in the image was low the
texture was regular, while it has its lower value for the the fibrous tissue which had a large
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number of grey level values and its texture was non-regular. The last feature is the homogeneity,
the healthy kidney had the highest value of homogeneity in which this feature gives in for
motion about the purity of healthy texture, so is the stone case the lowest homogeneity is for
the fibrosis case, the fibrosis has the highest contrast, while the stone and healthy had the lowest
value, this means that the texture of fibrosis has great variation compared with stone and healthy
cases. The energy of the fibrosis was the lowest one among the other cases, while the stone had
the highest value, the healthy and the cyst had the highest homogeneity value, while the stone
carried the lowest homogeneity. The statistical features and area of the tumor and the
calculation of the area are important in the case of cancer because it helps the physician decide
the appropriate radiation dose to be given to the patient and not affecting the healthy tissues. It
can be concluded that k-mean clustering is a successful way to classify tissues into affected
and healthy parts.
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