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Abstract:  

      Recognizing facial expressions and emotions is a basic skill that is learned at an 

early age and it is important for human social interaction. Facial expressions are one 

of the most powerful natural and immediate means that humans use to express their 

feelings and intentions. Therefore, automatic emotion recognition based on facial 

expressions become an interesting area in research, which had been introduced and 

applied in many areas such as security, safety health, and human machine interface 

(HMI). Facial expression recognition transition from controlled environmental 

conditions and their improvement and succession of recent deep learning approaches 

from different areas made facial expression representation mostly based on using a 

deep neural network that is generally divided into two critical issues. These are a 

variation of expression and overfitting. Expression variations such as identity bias, 

head pose, illumination, and overfitting formed as a result of a lack of training data. 

This paper firstly discussed the general background and terminology utilized in facial 

expression recognition in field of computer vision and image processing. Secondly, 

we discussed general pipeline of deep learning. After that, for facial expression 

recognition to classify emotion there should be datasets in order to compare the 

image with the datasets for classifying the emotion. Besides that we summarized, 

discussed, and compared illustrated various recent approaches of researchers that 

have used deep techniques as a base for facial expression recognition, then we 

briefly presented and highlighted the classification of the deep feature. Finally, we 

summarized the most critical challenges and issues that are widely present for 

overcoming, improving, and designing an efficient deep facial expression 

recognition system. 

 

Keywords: Facial expression datasets, Facial expression recognition, Convolutional 

neural network, Deep belief network, Deep learning. 
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 الخلاصة:

التعرف على تعابير الوجه والعواطف هي مهارة أساسية يتم تعلمها في سن مبكرة ومهمة للتفاعل       
البشر للتعبير  عملهايستالاجتماعي البشري. تعابير الوجه هي واحدة من أقوى الوسائل الطبيعية والفورية التي 

إلى تعابير الوجه مجالاا مثيراا  عن مشاعرهم ونواياهم. لذلك ، أصبح التعرف التلقائي على المشاعر المستند
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وواجهة  السلامة الصحية للاهتمام في البحث ، والذي تم تقديمه وتطبيقه في العديد من المجالات مثل الامنية،
انتقال التعرف على تعبيرات الوجه من الحالة البيئية الخاضعة للرقابة وتحسينها وتعاقب  (HMI) .الإنسان للآلة

شبكة  استعمالمناطق مختلفة جعل تمثيل تعبيرات الوجه يعتمد في الغالب على  طرق التعلم العميق من
والتي تنقسم عموماا إلى أمرين حاسمين هما تباين التعبير وعدم قدرة الشبكة على التعلم. تشكل  عصبية عميقة

جة لنقص بيانات أختلاف التعابير مثل تحيز الهوية ووضعية الرأس والإضاءة وعدم قدرة الشبكة على التعلم نتي
في التعرف على تعابير الوجه في  المستعملةالى الخلفية العامة والمصطلحات  أولاا  التدريب. تطرق هذا البحث

الحاسوب ومعالجة الصور وثانياا ، ناقشنا المراحل الرئيسية للتعلم العميق. بعد ذلك من  باستعمالمجال الرؤية 
مشاعر ، يجب أن تكون هناك مجموعة بيانات لمقارنة الصورة أجل التعرف على تعبيرات الوجه لتصنيف ال

 بمجاميع البيانات لتصنيف المشاعر. إلى جانب ذلك ، قمنا بتلخيص ومناقشة ومقارنة أساليب مختلفة للباحثين
 تصنيف وأبرزنا بإيجازكأساس للتعرف على تعابير الوجه ، ثم قدمنا  التعلم العميق  تقنيات ستعملتالتي ا
ات العميقة ، وأخيراا قمنا بتلخيص أهم التحديات والقضايا التي تطرح على نطاق واسع للتغلب على السم

 .وتحسين وتصميم نظام فعال للتعرف على تعابير الوجه العميقة
 

1. Introduction 

     Facial expression is one of the most important powerful and natural expressions for human 

being in order to transmit their emotional and universal signal. There are a lot of research 

conducted on analyzing facial expression due to it is critically significant in the broad field 

such as medical treatment, robotics, and driver fatigue surveillance also with most areas of 

computer vision and machine learning too. Researchers have explored numerous researches 

on facial expression for encoding information about face from facial representation as shown 

in Figure 1. Ekman and Friesen [1] at the beginning of the twenty century identified six 

essential emotions based on the study of cross culture [2] that represented essential perceiving 

of human emotion in the same way regardless of culture. The prototypical facial expressions 

are classified into six classes that are disgust, anger, fear, happiness, surprise, and sadness [3]. 

Today neuroscience and psychology researchers are disagreed on considering six essential 

emotions to be culture specific rather than not be universal [4]. 

 

 
Figure 1: Evolution of facial expression based on deep learning [5]. 



Al-Atroshi and Ali                             Iraqi Journal of Science, 2023, Vol. 64, No. 3, pp: 1401-1425 
 

1403 

     The emotion system of recognition takes data from different types. There are two types of 

emotion recognition; generally, emotion recognition and expression recognition which differs 

from each other. Human stream facial image provides extreme information for recognizing 

expressions aside from taking photos by the camera, electromyography, electrocardiogram, 

and physiological signal, as well as they are used as an extra data source from real world FER 

scenarios [6]. In 2013, the emotion recognizer in wild (EmotiW) [7-9] with expression 

recognition like FER2013 [10] were in competition by gathering plenty of training data from 

real world which directly impacts on transferring lab controlled for wild setting. Furthermore, 

by increasing chip processing power such as GPU, improved network architecture design, and 

considering various case studies represented by use of deep learning for face recognition will 

greatly effect on recognition state of art and increases results by a big margin. The deep 

learning approach is widely used for solving challenges of facial expressions [11-14]. 

 

      In this paper, we summarized various studies made by researchers on facial expression 

recognition based on deep learning and review it. The review covered classifying six basic 

emotions (disgust, anger, fear, happiness, surprise, and sadness). In addition, we mention the 

common datasets used for FER and also include a section on challenges that are faced up by 

facial expressions based on deep learning. Our work is to extend and assist researchers, 

scientists, and other fields for having clear information, idea, and advise them for future co-

related work. 

 

2. Facial Expression Recognition Background 

      In the decades of studying facial expression recognition, two modules (Valence arousal 

space (V-A space) [15], and  action units (AUs) [16] are the popular model. The first model 

V-A space model is a general approach broadly utilized in the field of recognizing task 

emotions such as visual, audio, and psychological signals as shown in Figure 2. This module 

determines emotion classification depending on the dimension of emotion value (Valence and 

Arousal….). AUs encode basic movement of facial muscles and AUs combination has to be 

used for facial expression recognition. In [17] proposed a framework to use AUs in order to 

estimate the intensity of V-A. Facial expression recognition is categorized into two different 

groups based on features extracted manually or produced through neural network output, like, 

methods of classical facial expression recognition and deep learning based on facial 

expression recognition methods [18]. 

                      
Figure 2: Various emotions and Valence-Arousal Space [18]. 
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2.1. Terminology 

     In this section we discuss terminology that supports facial expressions that are related to 

approaches which includes facial land action units, facial landmarks, facial action coding 

systems deal with how to change facial action to emotion, components, and basic and micro 

expressions. These are various important definitions in emotion classification.  Current 

studies in facial expression are depending on adjusting these terms and concepts [18]. 

 

2.1.1. Facial Landmarks 

       Facial landmarks are highlighted in facial areas like nose, alae, ending of eyebrows, and 

corner of the mouth. Positions of facial landmarks surrounding components of face determine 

capturing as a result of facial expression and head movements. The human faces feature 

vector is established from point to point that corresponded to facial landmarks as shown in 

Figure 3 [19, 20]. 

 

 
Figure 3: Facial landmarks example [21]. 

 

      2.1.2. Facial Action Units 

    Forty-six action units encoded essential movements of groups or individual muscles that 

were observed during facial expressions and created specific emotions [16]. Figure 4 

demonstrates some examples. The facial expression recognition system has classified those 

expressions into various categorizations by investigating combinations of faces that were 

detected face AUs. Such example is shown in Figure 4 below. The image is notated with 

1,2,5,25 AUs then it is categorized as the emotion in Awed categorization [18]. 

 

 
Figure 4: Some examples of Facial Action Units [22]. 

 

2.1.3. Facial Action Coding System 

      Friesen and Ekman psychologists described the critical relationships among expressions 

and facial muscle movements through biofeedback and observations [23]. Based on 

anatomical features, initially separating the face into various independent and interrelation 

AUs, then analyzing the behavior of AUs, their FACS categorizing most human expressions 
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in real world and became a basic reference for muscle movements in facial expressions [18]. 

The basic and compound of typical AUs are represented in table 1 below.    

 

Table 1: Basic and compound emotions category in prototypical [24]. 

Category AUs Category AUs 

Sad 25,12 Fearfully angry 4, 25, 20 

Happy 15, 4 Sadly disgusted 10, 4 

Fearful 1,4,25,20 Fearfully surprised 2,5,1,25,20 

Angry 7,4,24 fearfully disgusted 4,1,10,25,20 

Disgust 10,9,17 Disgusted surprised 2,5,1,10 

Surprised 2,1,26,25 Angrily disgusted 25,26,4 

Happily sad 6,4,25,12 Happily fearfully 2,1,12,26,25 

Happily surprised 2,1,12,25 Angrily disgusted 10,4,17 

Happily disgusted 12,10,25 Awed 2,5,1,25 

Sadly fearful 4,1,15,25 Appalled 9,4,10 

Sadly angry 7,4,15 Hatred 7,4,10 

Sadly surprised 4,1,26,25   

 

2.1.4. Basic Emotions 

     Human emotions are categorized into six basic emotions that are including surprise, 

happiness, sadness, anger, disgust, and fear which proposed in [25]. In general datasets of 

facial expression recognition are labeled with these six emotions [18].    

 

2.1.5. Compound Emotions 

      This type combing two essential emotions and produce twenty-two emotions [26] that 

included seven essential emotions (one neutral and six main emotions), twelve compound 

emotions represented typically via humans, and three extra emotions (Hatred, Awed, and 

Appalled) [18]. 

 

2.1.6. Micro Expressions 

    This type [27] demonstrates more subtle and spontaneous facial movements that 

continuously appear. Their aim to explain the potential and true expressions of an individual 

in a limited time. Micro expression period is so short and remains for 1/25 to 1/3 sec. Micro 

expression is typically used in police investigation and psychology [18].    

 

3. Facial Expression Recognition Using Deep Learning 
     We explained three essential steps that are required for deep facial expression recognition 

including pre-processing, deep learning feature, and feature classification deep learning. We 

briefly summarized broadly utilized approaches of each above steps as shown in Figure 5. 
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Figure 5: Deep Facial Expression System Pipeline [5]. 

 

3.1. Preprocessing 

    Preprocessing is the main step in deep learning before training the deep neural network for 

aligning and normalizing visual semantic information from the face that is formed as a result 

of different variations that are: various backgrounds, head poses, and illuminations [5]. 

 

3.1.1. Face Alignment 

      The initial step before training data is face detection, then removing background and non-

face regions. A lot of methods are proposed for face detection as in [28] utilized localization 

landmarks for face alignment that improved the performance of FER. 

 

3.1.2. Data Augmentation  

     Data training of deep neural networks require a huge data for ensuring generalizability of 

recognition tasks. Nevertheless, public databases that are available for facial expression 

recognition do not have an extremely large number of images in them. Hence, data 

augmentation is a critical way for deep learning facial expression recognition and is 

categorized into two types that are offline data augmentation and on the fly data augmentation 

[5]. 

 

3.1.3. Face Normalization  

     The variance of illumination and head poses have great effects on images and on the 

performance of facial expression recognition. Wherefore, illumination and pose have to be 

normalized [5]. 

 

3.2. Feature Learning Based on Deep Learning 

      Deep learning is represented as a hierarchical architecture of multiple non-linear 

transformations. Briefly, we described and discussed some of the deep learning approaches 

that have been utilized for facial expression recognition which are: convolutional neural 

network, generative adversarial network, deep belief network, and self-organizing map. 

3.2.1. Convolutional Neural Network 
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A convolutional neural network (CNN) is the end to end approach and an enhancement of an 

artificial neural network. Characteristics of CNN include weight sharing, local connectivity 

that resulted in a fewer number of parameters, increasing training speed, and the effect of 

regularization, below is an example of FER based CNN approach as shown in Figure 6. 

 

Figure 6: Convolutional Neural Network [29]. 

 

      Fathallah et al. [30] used deep learning techniques for recognizing facial expression and 

classifying it into several emotions. They used a convolutional neural network (CNN) which 

is made of three essential structure layers including the convolutional layer, pooling layer, and 

fully connected layer. Their proposed scheme composed of four convolutional layers for 

extracting features preceded by three max pooling layers with SOFTMAX output that 

demonstrated six emotional classes. They trained their method by using a visual geometry 

group for creating the initial model and in the next step, they enhanced training using the 

previous first model as shown in Figure 7. Their experiment showed that the recognition rate 

of five classes which are (disgust, happy, neutral, sad, and surprise) is much higher than 

compering to angry emotions recognizing that is much more difficult because of database 

characteristics as shown below in Figure 7. Also, they noticed that uncorrected classification 

of emotions such as neutral and sad, especially in sad emotion as a result of unclear features 

in this class.                                     

 
 

Figure 7: Facial expression based convolutional neural network [30]. 

 

      Verma and Verma [31] used a convolutional neural network (CNN) for predicting 

emotions in images by analyzing facial expressions. Their proposed approach is composed of 

two CNN which are primary CNN (P-CNN) and secondary CNN (S-CNN). P-CNN is used 

for analyzing primary emotions in images such as sad or happy. Their architecture consists of 
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three FCL (fully connected layer) and three convolutional layers with 1024 neurons for each 

layer. The final layer consists of two neuron layers with SOFTMAX are applied for 

classifying images. While second CNN is used for predicting secondary emotions in the 

image based on the result of P-CNN. Their architecture made of five convolutional layers that 

are linked with max pooling layer also with three FCL. After that, two dropout layers with the 

rate of 0.2 are inserted into the network after the first and second intensive layers to decrease 

the training time and avert overfitting. The last intensive layer includes four neurons for the 

classification of the secondary emotions of neutral, surprise, fear, or anger. They applied 0.2 

which stands for dropout rate for getting higher accuracy. They implemented their experiment 

only for real time images that are applied by using a camera, not real time video. For their 

evaluation, they used two different datasets such as JAFFE and FER2013 that got an accuracy 

of 94.12% with 97.07% respectively. 

 

      Talegaonkar et al. [32] used CNN for detecting facial expressions in real time and 

analyzing user emotions during watching video lectures or movie trailers and classifying 

expressions into seven essential emotions. Their proposed scheme consists of three phases 

that are preprocessing, face detection, and emotion detection. The first phase is preprocessing 

of images used for reducing noise and invariance by applying three sequential steps which are 

normalization, grayscale and resizing. In the second phase, they used Viola Jones detectors 

for image detection.  In the last phase, they utilized various CNN for classifying images into 

seven essential emotions for obtaining high accuracy and decreasing overfitting. Their CNN 

architecture used 6 convolutional Layers with max pooling layer for reducing image size and 

computational also using FCL with activation function (RELU) used for reducing overfitting. 

They did three experiments and noticed that by increasing the number of Epoch accuracy 

increased also overfitting will be increased too. Their system did not have abilities to 

correctly classify disgust and fear as clearly seen in their confusion matrix. 

 

      Lee et al. [33] proposed a photoplethysmogram approach that combined strategies of 

statistical features with deep learning. Statistical features were chosen by the person 

correlation method with deep features extracted by two convolutional neural networks as 

shown in Figure 8. A photoplethysmogram (PPG) signal is obviously achieved through most 

devices and procedures for reducing this signal are much easier than for other signals of 

physiological. Normal to normal (NN) heart rate is used for extracting time domain features. 

After that they selected features that are highly correlated with emotion through the 

correlation of persons. Statistical features are combined with deep learning features extracted 

from the convolutional neural network (CNN). The NN interval and PGG signal are utilized 

as input to CNN for extracting features and overall merged features are used for classifying 

the arousal and valence basic parameters of emotion. In their experiment observed that CNN 

architecture improved due to a fully connected would able to recognize emotions well. In 

addition, introducing statistical features increased their performance, thus increasing a rate by 

3% and improving in terms of performance and short duration time interval.  
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Figure 8: Facial expression based on statistical features and deep learning [33]. 

 

       Mayya et al. [34] proposed an approach for recognizing facial expression based on a deep 

convolutional neural network (DCNN). They utilized combination layers (convolutional, 

rectified linear, local response normalization, and pooling operation). Their proposed scheme 

architecture initially consists of a convolution layer for extracting features of lower level 

edge, then followed by a RELU layer for increasing nonlinearity and a pooling layer for 

reducing the dimension of the image. After pooling facial edge was obtained in the fourth 

layer, local response normalization was used for normalizing brightness in order to increase 

visibility of features and decreasing irrelevant features. Subsequent to feature extraction, 

SVM has been used for classification and cross validation methods for estimating the 

performance. Their methods do not require any preprocessing for feature extraction and their 

system had capabilities for decreasing the time of feature extraction since they utilized general 

purpose of graphic purpose unit, they improved state of art by utilizing DCNN. 

 

       Oyedotun et al. [35] used a combination of deep map latent and RGB representations by 

using the deep learning technique for recognizing facial expressions. The deep pipeline used 

DCNN which consists of three max pool layers and five convolution layers for training deep 

map images, while the RGB pipeline was used for extracting features by utilizing VGG19 and 

RESNET50 as shown in Figure 9. Then, it is constructed to fully connected layer and 

SOFTMAX layer with six units for categorizing facial expressions. In their experiment, they 

used global average pooling for reducing the dimension of data and also, they used batch 

normalization for enhancing optimization and generalization. They noticed that dropout and 

batch normalization did not provide any enhancement and their created pipeline utilized 

hidden unit and activity function of rectified linear function for enhancing gradient to improve 

convergence speed. Their validation showed that their combined approaches are much 

improved over using separate modules and the effectiveness of the joint approach on facial 

expression is clearly seen.                         
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Figure 9:  Representation of RGB and Depth map latent fusion pipeline: PL-fusion [35]. 

 

      Kandeel et al. [36] suggested two models based on Convolutional Neural Network (CNN) 

for Facial Expression Recognition (FER). With less computing complexity, one of these 

models obtained 100% accuracy for the JAFFE and CK+ benchmark datasets. With the first 

model, they used image augmentation and image enhancement techniques as shown in Figure 

10. The other CNN model is an enhanced version of the first model that has been verified for 

the more difficult FER2013 dataset, for which we received a score of 69.32 percent. We 

demonstrate the higher accuracy and efficiency of the suggested approaches by comparing 

them to recent state-of-the-art approaches to FER. 

 

 
Figure 10: Major phases of the first proposed model architecture [36]. 

 

      Liu et al. [37] proposed a new deep model to enhance facial expression classification 

accuracy. The following are the advantages of the suggested model: 1) A pose-guided face 

alignment method is suggested to decrease intra-class variation and solve the effects of 
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environmental noise; 2) A hybrid feature extraction method is proposed to achieve high-level 

discriminative facial features that improve its performance in classification networks; 3) A 

lightweight backbone is structured that merges the ResNet and the VGG-16 to obtain low data 

and low computational during the training. Finally, they perform a chain of experiments on 

four benchmark datasets, including the CK+, the JAFFE, the Oulu-CASIA, and the AR, to 

evaluate the proposed model. Their results demonstrate that the suggested model achieves 

state-of-the-art recognition rates of 98.9%, 96.8%, 94.5%, and 98.7%, respectively. The 

suggested model has comparable performance in a variety of tasks when compared to 

standard approaches and other advanced deep learning approaches. Figure 11 illustrates the 

stages of the proposed model.  

 

Figure 11: The proposed model structure [37]. 

 

3.2.2. Generative Adversarial Networks 

     It is a combination of two neural network deep learning techniques that are discriminator 

and generator. The generator produces artificial data, on the other hand discriminator aids in 

discerning false and real data.  

 

      Zhang et al. [38] proposed a scheme for generating a facial image with various 

expressions using a deep learning model that combines three related tasks face synthesis, face 

alignment, and facial expression recognition. The deep learning model utilized combined 

geometry code, expression code, and generated code for creating various poses of facial 

expression recognition. Their proposed scheme had the advantage of improving by 

complementing joint tasks and separating local and global identities from various geometry 

codes and expression codes. Therefore, the combined approach has the ability for creating 

facial images with various expressions under arbitrary geometry codes with increasing 

performance, however generating facial expressions of various emotions faces several 

difficulties including change in pose, unlimited facial expressions, incomplete training data, 

and variation in illustration of original images. Facial expression recognition tasks provide 

expression code for face synthesis and face alignment, while on the other hand face alignment 

provides geometry code for facial expression code, facial synthesis (face synthesis) provides 

adequate training data for facial expression, and facial alignment is used for designing the 

effective framework and solving challenges as shown in Figure 12. Their target for localizing 

landmarks, extracting features, classifier learning, and generating sharp images respectively. 

In their evaluation experiments, they noticed that inappropriate weight effects decrease the 

performance of face alignment and face expression recognition due to they have an impact on 

the quality of image generation. So, it directly affects facial expression recognition and facial 

alignment also observed that there is a strong correlation between facial alignment and facial 

expression recognition. Their results show that complex conflict is clearly seen between 

categorized emotions due to inappropriate weight. On other hand, scream and smile emotions 

were recognized obviously as compared to other expressions, furthermore, the most difficult 

recognizable is disgust because of their confliction matrix with a squint as they had equal 

muscle location around eyes also, they observe that expression code is essential for 

maintaining better expression for facial images. 
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Figure 12: Facial expression recognition based on Generative Adversarial Networks [38]. 

 

3.2.3. Deep Belief Network (DBN) 

     It is based on Restricted Boltzmann Machine (RBM) and its extracting feature of the input 

signal is abstracted and unsupervised. The facial expression recognition method based on 

DBN has the ability to learn abstract information of facial images automatically and is 

considered an effective approach among other deep learning techniques, Figure 13 shows the 

architecture of a deep belief network. 

  

      Zhao et al. [39] used a face parse tree and deep learning technique for recognizing facial 

expressions. They utilized the idea of various components that were active in expression. 

They trained their model parse tree by using a deep belief network and using logistic 

regression adjusting. In their scheme detectors first detect the face, after that detect nose, eyes, 

and mouth in hierarchical form. They used a stack encoder for training deep architecture for 

recognizing facial expression with respect to the limited feature of detected components and 

the parsing component eliminate excessive information of expression recognition that location 

alignment and other technical artificial treatment were not required. Their experimentation 

results showed that computation complexity is much lesser than their compared methods, thus 

it directly impacts increasing performance and it easily notice that they used various weights 

for various portions of face image since each portion has contains different information about 

expression also noticed that eyes and mouth were easily recognizable as respecting to others 

scheme were tested and validated the recognizing shapes of different faces. Figure 14 shows 

the general structure of facial expression recognition by deep learning. 
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Figure 13: (a) Deep Belief Network and (b) Restricted Boltzmann Machine Architecture 

[40]. 

 

 
 

Figure 14: Facial expression recognition by deep learning [39]. 

 

     Guo et al. [41] built a database for depression and asked participants for choosing five 

various mood-elicitation tasks using Kinect. Facial action units (AUs) and facial feature 

points (FFPs) were obtained from the database. They extracted facial features from facial 

expressions utilizing deep learning models depending on FFPs and AUs, named AU-5BDN, 

5DBN, and 5DBN-AU. Deep learning consists of multiple layers, their main purpose for 

learning high level abstracted features, good representation, and using a facial feature as input 

for creating various hidden layers for three different emotions for males and females 

respectively. By increasing facial points data recognition rate becomes higher with respecting 

to other DBN layers. Their results evaluation shows that the performance of AU-5DBN is 

better than 5DBN-AU and single AU in recognizing emotional tasks. So, it means that AU 

coupled with facial feature points can improve robustness of extracting features, the 
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performance of AU-5DBN is better than 5DBN-AU due to facial points number is far bigger 

than AU so, AU has to be linked with a lower level for better improvement. On other hand, 

the best semantic feature obtained by reducing facial feature part layer by layer then linked 

with AU-5DBN also presented that the recognition rate of stimulating reading text and 

question answered were lower due to recording facial expression during speaking in both 

masks, features were mixed with other factors and shown that female rate classification is 

much bigger than male rate classification. 

 

3.2.4. Self-Organizing Map 

       The self-Organizing Map operates with the aid of unsupervised data that decreases the 

number of random variables in the approach. It has an output of fixed two dimensions each 

synapse linked with two output and input nodes as shown in Figure 15. 

 

                                              
Figure 15: The architecture of an auto-encoder with a single hidden layer [42]. 

 

       Hussien et al. [43] used a deep learning model for recognizing facial expressions and 

improving challenges such as accuracy faced up by three spontaneous databases that were 

utilized in their approach. Their enhancement approach aimed for solving issues including 

misalignment issues for training images, decreasing the complexity of feature extraction and 

using auto encoding for deep learning. Feature extraction for facial expression used two 

crucial ways of facial detection for detecting faces that were used for preprocessing faces 

from the reference image. While landmarking was used for detecting points in the image, then 

used to solve alignment based on landmarking for the reference image and express image. 

After solving misalignment issues, geometric features were extracted with using 

Discriminative Response Map Fitting (DRMF) that directly reduce complexity. Finally, they 

used auto encoding for deep learning, back propagation for closing target values in an input 

feature vector, and used a self-organizing map (SOM) based classifier that consists of two 

steps of mapping and training. In the training step, inputs used for creating maps however in 

the second step automatically vectors were classified in mapping, SOM, and encoder was 

complemented each other as well as they decided the final decision of classification. They 

showed that the accuracy of the database much improved by using a mixture of extracted 

features with approaches of normalization, utilization of translation, rotation, and scaling as 

compared to other art methods, and their results much improved in terms of recognition of 

facial emotion. 
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3.3. Classification of Facial Expression 

      The last stage of deep learning is classifying an image into one of the main categories of 

emotion. It does not like classical approaches of feature extraction and feature classification 

stages. They are not dependent on each other. Facial expression recognition end to end is 

performed by deep networks and at the final step, a loss layer is added for regulating the error 

of back propagation, after the network output the image that was given for prediction. In 

convolutional neural network loss is mostly utilized function that reduces cross entropy 

among ground truth and portability of class that was estimated by deep approach. [44] 

presented the advantage of utilizing a linear support vector machine for using end to end 

training that directly impacts reducing margin-based loss rather than cross-entropy. On 

another hand, [45, 46] deep neural forest adaptation (NFs) investigated replacing results 

obtained with SOFTMAX loss with NFs. Furthermore, the learning method of end to end, 

others have proposed [47, 48] for employing deep neural network, especially CNN as a tool 

extractor for a feature and after that performing independent extra classifiers, like random 

forest and support vector machine for extracting representations. [49, 50] revealed that 

computed descriptors on DCNN features and Gaussian kernel classification on positive 

symmetric definition manifold are extremely better than classical SOFTMAX classification as 

shown in Figure 16. 

 
Figure 16: Loss layer for facial expression recognition [51]. 

 

Table 2 below illustrates the outline of the literature review on facial expressions based on 

deep learning. 

Table 2: Summary of review literature on facial expression based on deep learning, P= posed; 

S= spontaneous; Elicit. = Elicitation method. 

Author 
Meth

ods 

Databas

e 

Samp

les 

Subje

cts 

Elic

it. 

Data 

Grou

pe 

Extra 
Resoluti

on 

Accur

acy 

Emotion 

Number 

Zhao et 

al. [39] 

DBN

FP+ 

SAE 

Japanese 

Female 

Facial 

Expressi

on 

(JAFFE) 

database

+ (CK+) 

database 

213 + 

593 

image

s 

10 

123 
P&S 

7 

Folds 
SVM 

256×256 

640 × 

480, 640 

× 490 

90.47

% 

91.11

% 

6 Basic 

Emotions+ 

Neutral 

Zhang 

et al. 

[38] 

GAN 

Multi-

PIE+BU

-

3DFE+S

FEW 

datasets 

755,3

70 

+250

0 

+176

6 

image

s 

337 

100 

N/A 

5P 

35P 

P 

5 

Folds 
SVM 

N/A 

1040 × 

1329 

N/A 

92.91

% 

82.6% 

29.10

% 

6 Basic 

Emotions+ 

Neutral 
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Guo et 

al. [41] 

DBN,

AU-

5DB

N,5D

BN-

AU 

Kinect 

1347 

Facial 

points 

3 P&S 
10 

Folds 
 200×200 

80% 

86% 

90% 

6 Basic 

Emotions 

Oyedot

un et al. 

[35] 

Depth 

Map+

RGB:

PL-

Fusio

n-

VGG

19,Re

sNet5

0 

BU-

3DFE 

2500 

image

s 

60 P&S 
10 

Folds 
 64×64 

87.08

% 

89.31

% 

6 Basic 

Emotions 

Fathalla

h et al. 

[30] 

CNN 

CK+, 

MUG, 

and 

RAFD 

3700

0 

image

s 

 

86 

67 

P 
5 

Folds 

Adab

oost 
224×242 

99.33

% 

87.65

% 

93.33

% 

6 Basic 

Emotions 

Hussien 

et al. 

[43] 

Self-

Orga

nizin

g 

Map 

MMI+V

D-

MFP+BI

NED 

500 

image

s 

50 P&S 
10 

Folds 
 240×240 

97.0% 

94.1% 

93.7% 

6 Basic 

Emotions 

Verma 

and 

Verma 

[31] 

CNN 

P-

CNN 

S-

CNN 

JAFFE+

FER201

3 

213+ 

28,70

9 

image

s 

50 P&S 
10 

Folds 
 48×48 

94.12

% 

97.07

% 

 

6 Basic 

Emotions+ 

Neutral 

Talegao

nkar et 

al. [32] 

CNN 
FER201

3 

35,88

7 

image

s 

50 P 
10 

Folds 
 48×48 

89.78

% 

6 Basic 

Emotions+ 

Neutral 

Lee et 

al. [33] 

CNN 

PPG 
DEAP 

4800 

image

s 

32 P 
6 

Folds 
Adam 20×40 

82.1% 

80.9% 

6 Basic 

Emotions 

Mayya 

et al. 

[34] 

DCN

N 

CK+ 

+JAFFE 

327+

213 

image

s 

118 P&S 
10 

Folds 
SVM 

256×256 

 

96.02

% 

98.12

% 

6 Basic 

Emotions + 

Contempt 

Kandeel 

et al. 

[36] 

CNN 

JAFFE 

+ CK+ 

+FER20

13 

213+ 

593+ 

35,88

7 

image

s 

10 

123 

N/A 

P 
5 

Folds 
 48 × 48 

100% 

100% 

69.32 

6 Basic 

Emotions+ 

Neutral 

Liu et 

al. [37] 
CNN 

CK+ + 

JAFFE 

+Oulu-

CASIA 

+ AR 

593+ 

213+ 

2880 

+ 

4000

+ 

image

s 

123 

10 

80 

126 

P 
10 

Folds 
 

256×256 

 

98.9% 

96.8% 

94.5% 

98.7% 

6 Basic 

Emotions + 

Contempt+ 

Neutral 

6 Basic 

Emotions+ 

Neutral 

6 Basic 

Emotions 

13 Emotions 
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4. Datasets 
      This section presents Some popular datasets related to FER. 

4.1. Karolinska Directed Emotional Face (KDEF)  

The dataset of KDEF includes 4900 pictures of facial expressions of humans. The dataset 

comprises 70 individuals, each showing seven unique expressions taken from five different 

angles. The first size of each face image is 562 pixels × 762 pixels [52]. 

 

4.2. Compound Emotion Dataset (CE) 

      CE dataset involves 5060 images, containing 22 compound emotions (CEs) and basic 

emotions (BEs) of 230 subjects applied to an average age of 23, including many races. 

Occlusion of the Facial is reduced, without glasses. Male subjects are needed to be shaved, 

and all subjects are additionally asked to completely uncover their eyebrows. They are color 

images with 3000 pixels × 4000 pixels resolution [26]. 

 

4.3. NVIE Dataset 

      NVIE dataset is an infrared and characteristic apparent facial expression, which contains 

both posed and spontaneous expressions of in excess of 100 subjects, with illumination, given 

from three different directions. The dataset of pose involves the summit expressional images 

with and without glasses. It is labeled with six facial emotions, Arousal–Valence label, and 

expression intensity [53]. 

 

4.4. Japanese Female Facial Expressions (JAFFE) 

    JAFFE dataset includes 213 images of seven facial expressions (one neutral with six basic 

emotions) posed via ten Japanese females. Every one of the images is evaluated dependent on 

six emotional adjectives utilizing 60 Japanese subjects. The original images are 256 pixels × 

256 pixels [21]. 

 

4.5. FER2013 Face Dataset  

      The FER2013 dataset is really supplied for a Kaggle competition. The dataset contains 

35,887 face images, including 28,709 training sets, 589 test sets, and, 3589 verification sets, 

which are all grayscale images of 48 pixels × 48 pixels. These samples are partitioned into 

seven categories on an essentially average distribution, i.e., angry, disgusting, amazed, sad, 

neutral, happy, and fearful. Each sample in the dataset has a huge contrast in age, facial 

direction, or other aspects, which is near to the real-world status [10]. 

 

4.6. CMU Multi-PIE Database (Multi-PIE) 

      The CMU Multi-PIE dataset is utilized for research in face recognition across illumination 

and pose. It includes 337 subjects, captured under 19 illumination conditions and 15 

viewpoints in four recording sessions for an aggregate of in excess of 750,000 images. The 

labels are AAM-style with somewhere in the range of 39 and 68 feature points [54]. 

 

4.7. Denver Intensity of Spontaneous Facial Action Dataset (DISFA) 

     DISFA dataset includes 130,000 videos of 27 subjects of various ethnicities and gender. 

The images are obtained at high resolution (1024 pixels × 768 pixels), and all video frames 

are scored in a manual way with the intensity of AU's (0–5 scale). A sum of 66 facial 

landmarks of each image in the dataset is labeled [55]. 

4.8. MMI Facial Expression Dataset  

     The MMI Facial Expression dataset incorporates more than 2900 videos and high-

resolution still images of 75 subjects. Every one of the AUs in the videos is totally annotated. 

The size of the original face images is 720 pixels × 576 pixels [56]. 
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4.9. Oulu-CASIA NIR-VIS Database (Oulu-CASIA)  

     The Oulu-CASIA NIR-VIS database comprises 2880 image successions with six 

fundamental expressions from 80 individuals somewhere in the range of 23 and 58 years of 

age. All expressions are captured in the frontal direction with three different conditions of 

illumination unique: normal, dark, and weak. Subjects were approached to make a facial 

expression as indicated by an expression example displayed in picture sequences. The image 

resolution is 320 × 240 pixels and imaging hardware works at the rate of 25 frames per 

second [57]. 

 

4.10. Radboud Faces dataset (RaFD)   

     RaFD dataset contains 1,608 images from 67 subjects with three different gaze directions, 

i.e., right, left, and front. Each sample is labeled with one of eight emotions: anger, contempt, 

fear, sadness, happiness, surprise, and disgust with neutral [58]. 

 

4.11. Expression in-the-Wild Database (ExpW)   

     ExpW database includes 91,793 faces downloaded utilizing Google image search. Every 

one of the face images was commented on in a manual way as one of the seven essential 

emotion categories. Non-face images were eliminated in the comment process [59]. 

 

4.12. AffectNet Dataset  

      AffectNet includes more than 1,000,000 images from the Internet that were gotten by 

querying various search engines utilizing expression related labels. It can be considered as 

one of the widest datasets that give facial expressions which are classified into two different 

emotion models (dimensional model and categorical model), of which 450,000 images have 

commented in manual way labels for eight fundamental emotions [60]. 

4.13. GEMEP-FERA  

The GEneva Multimodal Emotion Portrayals (GEMEP) is an assortment of audio and video 

recordings featuring 10 entertainers depicting 18 emotional states, with various verbal 

substances and various methods of articulation. This corpus comprises in excess of 7000 

audio and video emotion portrayals, clarifying 18 emotions (involving subtle emotions that 

are scarcely studied), depicted by 10 expert entertainers who are instructed by a professional 

director [61]. 

4.14. Binghamton-Pittsburgh 3D Dynamic Spontaneous (BP4D-Spontaneous) 

BP4D-unconstrained is organized by 41 members (18 males and 23 females, their ages 

between 18 and 29 years old). The protocol of expression elicitation is intended to inspire the 

emotions of members in an effective way. Eight errands are covered with an interview process 

and a progression of exercises to evoke eight emotions. For each errand, there are both 2D 

and 3D videos. In the interim, the meta-data incorporates head pose tracked automatically, 

action units (AU) commented in the manual way and 2D/3D facial landmarks. The original 

size of each face image is 1040 pixels × 1329 pixels [62]. 

 

4.15. Broadened Cohn–Kanade Dataset (CK+)  

      CK+ dataset is an augmentation of the CK dataset, involving 593 video sequences and 

static images of seven facial expressions (one contempt and 6 essential expressions). The 

static images are presented in a lab circumstance, and the videos are shot in a similar 

circumstance. The age of 123 subjects is between 18 and 30. The resolution of the images is 

640 pixels × 480 pixels and 640 pixels × 490 pixels, and the grey value is 8-bit precision [22]. 

Table 3 shows the important details for the most popular datasets used in the facial expression 

recognition field.  
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Table 3: Facial Expression Recognition Datasets Overview. 

Dataset Resoluti

on 

Samples Subjec

ts 

Conditio

n 

Elicit

. 

Access Source Emotions Number 

KDEF [52] 562 × 

762 

4900 

static 

images 

70 Lab P http://www.emotionlab.s
e/kdef/ 

6 Basic 

Emotions+ 

Neutral 

CE [26] 3000 × 

4000 

5060 

static 

images 

230 Lab P http://cbcsl.ece.ohio-
state.edu/dbform_compo

und.html 

22 Basic and 

Compound 

Emotions 

JAFFE 

[21] 

256 × 

256 

213 

static 

images 

10 Lab P http://www.kasrl.org/jaff
e.html 

6 Basic Emotions 

+ Neutral 

FER2013 

[10] 

48 × 48 35,887 

static 

images 

N/A Web P&S https://www.kaggle.com/c

/challenges-in-

representation-learning-

facial-expression-

recognition-

challenge/data 

6 Basic Emotions 

+ Neutral 

Multi-PIE 

[54] 

N/A 755,370 

static 

images 

337 Lab P http://www.flintbox.com
/public/project/4742/ 

5 Basic Emotions 

+ Neutral and 

Facial landmarks 

DISFA 

[55] 

1024 × 

768 

130,000 

stereo 

videos 

27 Lab P http://www.engr.du.edu/m

mahoor/DISFA.htm 

Action units’ 

intensity scale and 

66 Facial 

landmarks 

MMI [56] 720 × 

576 

740 

static 

images 

and 

2900 

video 

sequenc

e 

75 Movies P http://mmifacedb.eu/ 6 Basic 

Emotions+ 

Neutral and 

Action units. 

Oulu-

CASIA 

[57] 

320 × 

240 

2880 

image 

sequenc

e 

80 Movies P http://www.cse.oulu.fi/C

MV/Downloads/Oulu-

CASIA 

6 Basic Emotions 

RaFD [58] N/A 1,608 

static 

images 

67 Lab P http://www.socsci.ru.nl:8

180/RaFD2/RaFD 

6 Basic Emotions 

+ neutral and 

contempt 

ExpW [59] Original 

web 

images 

91,793 

static 

images 

N/A Web P&S http://mmlab.ie.cuhk.edu.

hk/projects/socialrelation/

ind 

6 Basic Emotions 

+ Neutral 

AffectNet 

[60] 

N/A 450,000 

static 

images 

N/A Web P & 

S 
http://mohammadmahoo
r.com/databases-codes/ 

6 Basic Emotions 

+ Neutral 

GEMEP-

FERA [61] 

 

N/A 7000 

audio-

video 

10 Web S https://gemep-
db.sspnet.eu/ 

18 Emotions 

BP4D-

Spontaneo

us [62] 

1040 × 

1329 

328 

videos 

41 Lab S http://www.cs.binghamto

n.edu/~lijun/Research/3D

FE/3DFE_Analysis.html 

8 Emotions, 

Action units and 

Facial landmarks 

CK+ [22] 640 × 

480, 640 

× 490 

593 

static 

images 

and 

video 

sequenc

e 

123 Lab P http://www.pitt.edu/~emo

tion/ck-spread.htm 

6 Basic Emotions 

+ Neutral and 

contempt 

 

 

 

https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
https://www.kaggle.com/c/challenges-in-representation-learning-facial-expression-recognition-challenge/data
http://www.engr.du.edu/mmahoor/DISFA.htm
http://www.engr.du.edu/mmahoor/DISFA.htm
http://www.cse.oulu.fi/CMV/Downloads/Oulu-CASIA
http://www.cse.oulu.fi/CMV/Downloads/Oulu-CASIA
http://www.cse.oulu.fi/CMV/Downloads/Oulu-CASIA
http://www.socsci.ru.nl:8180/RaFD2/RaFD
http://www.socsci.ru.nl:8180/RaFD2/RaFD
http://mmlab.ie.cuhk.edu.hk/projects/socialrelation/ind
http://mmlab.ie.cuhk.edu.hk/projects/socialrelation/ind
http://mmlab.ie.cuhk.edu.hk/projects/socialrelation/ind
http://www.cs.binghamton.edu/~lijun/Research/3DFE/3DFE_Analysis.html
http://www.cs.binghamton.edu/~lijun/Research/3DFE/3DFE_Analysis.html
http://www.cs.binghamton.edu/~lijun/Research/3DFE/3DFE_Analysis.html
http://www.pitt.edu/~emotion/ck-spread.htm
http://www.pitt.edu/~emotion/ck-spread.htm
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5. Research Challenges 

       In this section, we discuss and mention the main challenges that stand against the 

researchers during their research. 

 

5.1. Datasets of Facial Expression 

     Most of the facial expression works of literature presented here focused on the main issues 

and challenges is in conditions of a wild environment. Most of them suggested employing 

deep learning approaches for handling these difficult problems such as the variance of 

illumination and non-frontal head pose, occultation, low intensity recognizing expression and 

identity bias. The deep network approach required huge data for training and the most critical 

challenge that deep facial expressions face is the lack of training data in terms of quantity and 

quality [5]. 

 

5.2. Imbalanced Distribution and Dataset Bias 

     Annotation of inconsistency and data bias is most common between facial expressions and 

datasets because of various collecting conditions and notation subjections. Recent studies 

evaluated their approaches using a special dataset and obtained satisfactory performance [63]. 

On the other hand, approaches that were evaluated using database protocol and without 

generalizing on unseen test data and cross-dataset performance settings are mostly 

deteriorated because of existing discrepancies. The main issue in facial expression is 

unbalancing among class distribution in facial expression because sample acquirement such 

as happy face can easily be annotated while it is vice versa for anger, fear, and disgust [64, 

65]. 

 

5.3. Integrating Other Affective Models 

      Facial expression recognition and classification model had been broadly researched and 

acknowledged, prototypical expressions definition covers only a few parts of specific 

classifications and does not have abilities to capture that full repertoire of expressive attitudes 

for realistic interaction. Other two issues are visual attention based network and highlighting 

the main AUs related area to facial expression recognition task through the mechanism of 

attention and allowing model for learning representation of discriminative expression [66, 

67]. 

 

5.4. The Effect of Multi-modal on Recognition 

     Human expression attitudes in real applications include encoding from various 

perspectives and one modality for facial expression during the progression of user generated 

content on social media. A huge amount of data is uploaded by users from different platforms 

and analyzing multimodal sentiment becomes crucial and popular in the processing of these 

various analyzing modalities’ opinions (negative and positive) towards a certain entity. For 

joining effective information from various modalities, a new analysis of multimodal sentiment 

based on deep neural network Poria et al. proposed various multi sensors data fusions model 

[68]. Furthermore, fusion with other multimodal for example depth information from 3D 

models, infrared images, and physiological data becomes a crucial research direction because 

of the huge complementary for facial expressions and their critical advantage for applications 

such as human computer interaction [69-71]. 

 

5.5. Visual Privacy 

      Growing privacy concerns in camera-equipped systems, such as the real-time FER for 

smartphones, are a key roadblock. Even though a few attempts have been made in [72-74], 

many proposed FER methods rely on high-resolution photographs, with little or no 
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consideration paid to safeguard their users' visual privacy. As a result, more reliable and 

precise privacy protection measures are required for FER systems to strike a balance between 

data utility and privacy. 

6. Conclusion 

In recent years, facial expression recognition becomes much more attractive and popular from 

the view of academic researchers, In the last decade, they have progressed to the point that the 

majority of current research has focused on facial expression recognition. This survey 

provided and presented an in-depth look at the latest developments and improvements in 

facial expression recognition techniques. We initially introduced and described background 

concepts of facial expression, after that, we explained the critical steps required for 

recognizing expression that include preprocessing, facial expression based on deep learning, 

and facial expression classification. In preprocessing we briefly described the essential 

concepts of facial expression with some critical terms that are required in the field of 

computer vision and image processing, then we discussed, illustrated, and summarized recent 

research on facial expression recognition based on deep learning with their comparison in 

tabular form next we illustrated and presented classification methods of facial expression, we 

noticed that 83% of researches used CNN and DBN techniques for recognizing emotions, 

whereas 17% of them used SOM and GAN with using different datasets from net and 

laboratory that involve various pose and spontaneous. In addition, fifteen FER datasets are 

represented and explained. Finally, we highlighted and described the critical issues and 

challenges that formed in facial expression based on deep learning with their solutions and 

future research direction. The intent of this survey is to give an orderly and extensive study of 

the work done in the field of FER and to motivate more researchers in this area. 
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