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Abstract  

     Data mining is a data analysis process using software to find certain patterns or 

rules in a large amount of data, which is expected to provide knowledge to support 

decisions. However, missing value in data mining often leads to a loss of 

information. The purpose of this study is to improve the performance of data 

classification with missing values, precisely and accurately. The test method is 

carried out using the Car Evaluation dataset from the UCI Machine Learning 

Repository. RStudio and RapidMiner tools were used for testing the algorithm. This 

study will result in a data analysis of the tested parameters to measure the 

performance of the algorithm. Using test variations: performance at C5.0, C4.5, and 

k-NN at 0% missing rate, performance at C5.0, C4.5, and k-NN at 5–50% missing 

rate, performance at C5.0 + k-NNI, C4.5 + k-NNI, and k-NN + k-NNI classifier at 

5–50% missing rate, and performance at C5.0 + CMI, C4.5 + CMI, and k-NN + 

CMI classifier at 5–50% missing rate, The results show that C5.0 with k-NNI 

produces better classification accuracy than other tested imputation and 

classification algorithms. For example, with 35% of the dataset missing, this method 

obtains 93.40% validation accuracy and 92% test accuracy. C5.0 with k-NNI also 

offers fast processing times compared with other methods. 

Keywords: C5.0, k-NNI, Data Mining, Missing Value Handling, R Studio, Rapid 

Miner. 

 

1. Introduction 

     When consumers consider buying a car, several factors can influence their decision. 

Safety, cost, and luxury are important factors that must be considered when buying a car [1]. 

Assessing the cost and quality of a new product in the marketing stage of development allows 

a more accurate prediction of consumer acceptance of the product or service [2]. Collecting 

data on car purchases regarding these factors is needed to evaluate cars based on consumer 

interests, which results in a car evaluation dataset. Data mining algorithms have the ability to 

analyze data in various research fields [3] [4] [5] [6], and classification is one of the main 

roles in data mining that can be applied to car evaluation datasets to create predictive models 

based on consumer interest. Several studies have been carried out on car evaluation to make 

prediction models by applying classification algorithms [7] [8] [9]. Datasets with missing 

values are a common problem in data mining, which can lead to a loss of information and 

result in poor predictive models [10]. A decision tree is one of the classification algorithms 

that can handle missing values during the classification process; besides that, there is also a 

data imputation technique. This is one of the techniques used to handle missing values in a 

data set. 
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     Various studies have been conducted to solve the problem of missing values in 

classification using the imputation method. Testing Decision Tree C4.5 without adding more 

imputation methods resulted in better prediction accuracy than adding listwise deletion and 

mean imputation methods to data with missing values [11]. Decision Tree C5.0 is an 

improvement over the Decision Tree C4.5 algorithm. The Class Mean Imputation method 

with the Decision Tree C5.0 algorithm performed better than Mean Imputation on a dataset 

with many categorical variables [12]. k-Nearest Neighbor Imputation (k-NNI) is an 

imputation method based on the k-Nearest Neighbor classification algorithm. k-NNI can 

improve Decision Tree C4.5 performance on small software projects [13] and student records 

[14]. 

  

     Although there have been many studies related to missing value datasets using 

classification and imputation methods, there are no studies on the presence of missing values 

in car evaluation. In fact, datasets with missing values can lead to a loss of information and 

result in poor predictive models. Poor predictive models can lead to wrong decisions. The k-

NNI approach combined with Decision Tree C5.0 can be used to improve the prediction 

accuracy of the Car Evaluation dataset when missing values are present.  

 

     In contrast to previous studies, this study aims to improve the classification performance of 

the Car Evaluation dataset with missing values’ presence using Decision Tree C5.0 and k-

Nearest Neighbor Imputation (k-NNI). A comparison of other classification algorithms such 

as Decision Tree C4.5 and k-NN, combined with Class Mean Imputation and k-NNI, was also 

carried out. Parameters used to measure classification performance include performance 

accuracy and average processing time. This research was conducted to overcome the problem 

of data classification with missing values to make decisions quickly, precisely, and accurately 

on classification data. 

 

     The research specifications are designated to describe the proposed approach and its 

limitations due to the fact that it is both a phase and a package of the main design. They are 

summarized as follows: 

• The dataset used in this study is a real-world car evaluation dataset from the UCI Machine 

Learning Repository. This dataset has 1728 samples with six categorical type attributes, 

including purchase price, maintenance price, number of doors, person capacity, luggage boot 

size, and estimated security. 

• Missing values in the dataset are artificially generated using the MCAR mechanism with 

ratios of 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, and 50%. 

• R Studio 1.3.1073 is used for the data imputation process, while RapidMiner 9.7.002 is 

used for the data classification and analysis process. 

 The proposed approach uses 3 data mining classification algorithms (Decision Tree C5.0, 

Decision Tree C4.5, and k-NN) combined with 2 data imputation algorithms (k-NNI and 

CMI) to offer better decision support results. 

 

Literature Review 

A.  Data Grouping 

     The grouping of data in data mining is divided into two categories: classification and 

clustering. Classification is the grouping of data that requires training data (supervised). 

While clustering is data grouping without the need for training data (unsupervised), [15] 

explained that clustering is the process of dividing unlabeled data into groups of data that 

have similarities. Each data group (cluster) consists of objects that have similarities with each 
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other, and each cluster has dissimilarities with other clusters. Clustering is commonly used in 

multivariate data analysis. 

  

B. Data Mining 

     Data mining is a field of several scientific fields that combines techniques from machine 

learning, pattern recognition, statistics, databases, and visualization for handling problems of 

retrieving information from large databases [16]. Broadly speaking, data mining can be 

grouped into two main categories, namely [17]: 

a) descriptive mining, which is a process to find important characteristics of data in a 

database. Data mining techniques included in descriptive mining are clustering, association, 

and sequential mining. 

b) predictive, which is the process of finding patterns from the data by using several other 

variables in the future. One of the techniques contained in predictive mining is classification. 

 

C. Classification 

Classification is the process of finding a model or function that explains or distinguishes a 

concept or data class, with the aim of being able to estimate the class of an object whose label 

is unknown [18]. Classification is a learning function that maps (classifies) an element (item) 

of data into one of several predefined classes. The input data for classification is a collection 

of records. Each record is known as an instance, defined by a tuple (x,y), where x is a set of 

attributes and y is a specific attribute, which is expressed as a class label (also known as a 

category or target attribute). 

 

     Some of the classification techniques used are decision trees, k-nearest neighbors, neural 

networks, support vector machines, and naive Bayes classifiers. Each technique uses a 

learning algorithm to identify the model that provides the most suitable relationship between 

the attribute set and the class label of the input data. K-nearest neighbor is a distance-based 

classification technique [19]. It searches the pattern space based on the training samples, 

which are close to unknown samples. This technique produces a higher level of accuracy than 

the naive Bayes technique in classifying Parkinson's disease [20] and is better than the naive 

Bayes technique and SVM for classifying news [21]. Decision Tree uses several algorithms to 

generate decision model patterns, including ID3, C4.5, and C5.0. The ID3 algorithm uses 

information-gain calculations in the formation of a decision tree and can only classify 

categorical data. The C4.5 algorithm is a development of the ID3 algorithm. Unlike the 

previous algorithm, C4.5 uses a gain ratio calculation in the formation of a decision tree, can 

classify continuous and categorical data types, and can handle training data sets with missing 

values [22]. The C5.0 algorithm is a development of the C4.5 algorithm. The C5.0 algorithm 

again uses information gain calculations to form a decision tree and can also handle data with 

missing values. The C5.0 algorithm has a much lower error rate for the prediction case [23]. 

 

D. Missing data imputation 

     Missing data is a condition where some features are lost in the dataset. Missing data can be 

caused by system errors, such as no response from sensors or input receiving devices. It can 

also be caused by human errors such as incomplete data entry in the database or respondents' 

misunderstandings in filling out questionnaires in large-scale surveys so that they pass 

through the form provided. Existing methods in data mining can only process data that has 

complete features, so special handling is needed for this problem. 

There are 3 methods used for handling missing data, namely: case deletion, parameter 

estimation, and imputation techniques [24]. Case deletion is the easiest method, namely 

deleting data that contains missing. The weakness of this method is that it is possible to delete 
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important information when missing data is deleted. The imputation technique is a method of 

handling missing data that is more widely studied. Data imputation is estimating the value of 

missing data by getting a pattern from data that has complete features. Some popular 

imputation methods are mean, median, mode, clustering, k-NN imputation, and class mean 

imputation [25]. In K-NN imputation, filling in missing values is done by taking into account 

the vector distance between attributes [26]. In class mean imputation, the missing value will 

be replaced by the mean value of all available values in a related group or class [12]. There 

are 3 data omission mechanisms, including Missing Completely at Random (MCAR), i.e., if 

the distribution of missing data on an attribute does not depend on the observed data or 

missing data. This method will use a complete dataset and then generate missing data 

randomly based on certain proportions. The advantage of this method is that it makes it easier 

for researchers to make computational estimates from the proposed model. Another 

mechanism is "Missing at Random" (MAR), i.e., if the distribution of missing data on an 

attribute depends on the observed data but does not depend on the missing data. The last one 

is Not Missing at Random (NMAR), if the distribution of missing data on an attribute depends 

on the missing data [27]. 

 

3. Research Methodology 

The stages of the research methodology are: (1) processing the dataset and deleting data from 

the dataset with a predetermined ratio; (2) dataset imputation using the k-NNI method; (3) 

Studying the training data using the decision tree method; and (4) Testing the resulting model 

with the test set that has been prepared. The research methodology for completing the 

classification of the Car Evaluation dataset with missing values is shown in Figure 1. 

 
Figure 1: Research Methodology Design 
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3.1 Training Dataset 

     The dataset used for testing the algorithm uses the Car Evaluation dataset from the UCI 

Machine Learning Repository. The Car Evaluation dataset has a multiclass type and 

categorical attribute characteristic values. Therefore, it is good to use for hypothesis testing, 

as shown in Table 1. 

 

Table 1: Characteristics of Research Dataset 

No Dataset Total Instances Total Attribute Total Class Type Attribute 

1 Car Evaluation  1728 6 3 Categorical  

 

     The training set was obtained by taking 1728 data samples from the Car Evaluation 

dataset. The Car Evaluation Dataset contains information on several car evaluation parameters 

with six characteristic attributes, including Purchase Price, Maintenance Price, Number of 

Doors, Person Capacity, Boot Baggage Size and Safety Estimate. In addition, the dataset 

produces four types of classes, namely Unacceptable, Acceptable, Good and Very Good. The 

class distribution of the research dataset can be seen in Table 2. 

 

Table 2: Class Distribution of Research Dataset 

No Attributes Total Samples Total Samples (%) 

1 Unacc 1210 70.02 

2 Acc 384 22.22 

3 Good 69 3.99 

4 Very good 65 3.76 

 

3.2 Missing Completely at Random Mechanism 

     Missing Completely at Random (MCAR) is a missing value mechanism where data loss 

occurs randomly. MCAR is most often encountered in actual cases and significantly affects 

the performance of the classification results. Therefore it is used in this study. The following 

is the MCAR mechanism: 

Algorithm: Initialize MCAR 

Input: ‘data’ as data input, ‘mp’ as percentage of missing value 

Output: ‘data’ with missing value 

BEGIN 

    Set x as instance numbers in data, set y as attribute number in data 

    Set counter = 0, mv = x* y * mp 

    While counter < mv 

        Data [random (0, x), random (0, y)] = null  

END 

 

3.3 k-NN Imputation 

     k-NN Imputation (k-NNI) is an imputation method based on the k-NN classification 

algorithm to impute the missing value based on several values that are close to the missing 

value. k-NNI can handle missing values by determining the nearest neighbor symbolized by 

k, then calculating the smallest distance from each neighbor that does not have a missing 

value. The distance between the missing value and its neighbors can be calculated using the 

Euclidean distance formula. The steps for entering missing values with the k-NNI method are 

as follows: 

o Determine the value of k. 
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o Find data with missing values in the data set. 

o Calculate the nan-Euclidean distance from the initial observation data and other observation 

data, using the formula: 

 

𝑑(𝑥𝑎, 𝑥𝑏) =  √𝑤𝑎𝑏 ∗  ∑ (𝑥𝑎𝑗 −  𝑥𝑏𝑗)2𝑚
𝑗=1                 ……………..              (1) 

o Choose k observational data with the smallest value 

o Select data on attributes related to missing values from selected observation data. 

o Fill in the missing values with approximate values from the selected data. 

 

3.5 Decision Tree C5.0 

A decision tree is a classification method that studies data in a tree-shaped pattern to produce 

decisions. C5.0 is the algorithm used in the decision tree method to classify and develop the 

previous algorithms, namely C4.5 and ID3. The C5.0 algorithm makes a decision tree model 

pattern based on the entropy value and information acquisition. 

Entropy (S) is a value that expresses the uncertainty or impurity in a random data set from a 

data set expressed in bits. The entropy value is needed to calculate the information gain. 

Information gain is a measure of the effectiveness of an attribute in classifying data. 

Information gain is used to determine the order of attributes used to form a classification 

model pattern. 

The following is the formula used to get the entropy and information gain values: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  − ∑ 𝑃𝑖
𝑛
𝑖=1  (𝑃𝑖)              …….………….                     (2) 

𝐺𝑎𝑖𝑛(𝑆, 𝑇) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑ (𝑝𝑗  𝑥 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑝𝑗))𝑛
𝑗=1      ……….. (3) 

 

The decision concept of the C5.0 decision tree method is as follows: 

• First, calculate the total entropy value of the dataset using equation 2. 

• Calculate the entropy value and information gain for each attribute criterion using equations 

2 and 3. 

• Finally, determine the root node based on the largest information gain value using equation 

3. 

Define an internal node to generate a leaf node based on the entropy value and information 

gain. The process stops when all attributes have been used. Formation of rules based on the 

formed classification model and pattern 

 

3.6 Validation 

     In this study, 10-fold cross-validation was used for the validation process. Cross-validation 

(CV) is an analytical method that can be used to evaluate the performance of a classifier, 

where the dataset is divided into two subsets, namely learning data and test data. The 

selection of the type of CV is based on the size of the dataset. The way k-fold cross-validation 

works is by dividing the dataset into two groups, namely training data and test data, then 

carrying out the testing process with k repetitions. The test results are then averaged to 

produce an accuracy value. A value of k that is too small can cause the accuracy value to be 

low. This is because the value of k is small, so it is easily affected by noise. A value of k that 

is too large will result in an ineffective process. This is because a large value of k takes a long 

time to test. The 10-fold cross-validation method has become the standard method for 

learning and testing data [28]. The following is an illustrative example of 10-fold cross-

validation. 
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Figure 2: Illustration of 10-cross validation method 

 

3.7 Testing Dataset 

      The model generated from the validation process is undergoing testing using the test set 

that has been prepared. The test set is obtained by taking 100 data samples from the complete 

dataset before any loss of data occurs. We selected 100 samples from the complete dataset 

based on the samples having missing values in the missing dataset. Files provided for testing 

are predicted with one of the predefined labels: Unacceptable, Acceptable, Good, and Very 

Good using the C5.0 Decision Tree classifier. There are four test scenarios: 

1. Performance on C5.0, C4.5, and k-NN at 0% missing rate 

2. Performance on C5.0, C4.5, and k-NN at 5-50% missing rate 

3. Performance at C5.0 + k-NNI, C4.5 + k-NNI, and k-NN + k-NNI classifier at 5-50% 

missing rate 

4. Performance on C5.0 + CMI, C4.5 + CMI, and k-NN + CMI classifier at 5-50% missing 

rate. 

 

4.  Results and Discussion 

In this study, the Rstudio tool is used to implement the missing mechanism and imputation 

process, and the RapidMiner tool is used to implement the classification algorithm. The VIM 

package on RStudio was developed to explore and analyze the structure of missing values in a 

dataset, relate missing values to several imputation methods, and verify the imputation 

process using visualization tools [29]. In this study, we use Rstudio to generate the MCAR 

mechanism in the dataset and implement the k-NNI algorithm using the k-NNI method 

provided by the VIM package. The results of the analysis of the performance of the C5.0 and 

k-NN algorithms on the Car Evaluation dataset processed in the validation process with or 

without the imputation method are shown in Figure 5. 
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Figure 5:  Algorithm performance result on validation with and without imputation method 

 

      Experiments show varying results for different imputation and classification methods. We 

found that C5.0+k-NNI gave better prediction accuracy than other test methods in the 

validation and testing process, as shown in Figures 5 and 6. C5.0+k-NNI resulted in an 

average prediction accuracy of over 94% in the dataset under validation and a mean 

prediction accuracy of 95% in the test for the missing 5-35%. However, when the data set has 

40% or more missing values, C5.0+CMI and C4.5+CMI perform better than C5.0+k-NNI. 

The resulting accuracy for C5.0+CMI and C4.5 CMI is around 92.42-94.5%, while C5.0+k-

NNI only produces a prediction accuracy of around 91.84-92.42% when 40-50% of the 

dataset is missing, probably due to more flaws in the data set. There are fewer neighbors for 

the k-NNI method to generate the imputed value, and the CMI method can produce the 

imputed value better because it is based on the distribution of known values of the same class, 

thus having a sample. 

 

 
Figure 6: Algorithm performance result on testing with and without imputation method. 
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Based on the results in Figures 5 and 6, the C4.5 model without k-NNI and the CMI model 

produce slightly better accuracy than the C5.0 and k-NN models in the test. Therefore, the 

C5.0 model with k-NNI produces higher accuracy than competing models in both validation 

and testing. A decision tree is the most suitable type of dataset for car evaluation databases 

than k-NN, Random Forest, Naive Bayes, and Rule Induction, whose decision trees have an 

accuracy of 91.1%. The means imputation group performs better on the training data, and the 

drop test set accuracy supports the imputed means, which relate to the new data much better. 

Therefore, C5.0 with k-NNI provides a better correct classification rate than the other tested 

classification algorithms, although C4.5 still slightly outperforms C5.0 and k-NNI before k-

NNI was implemented. 

 

      Changes in the accuracy of each classification and imputation method form a straight-line 

equation with an R2 of 0.89 to 0.95. This shows that the greater the missing value, the greater 

the accuracy will be. To determine the effect of missing values on the processing time of an 

algorithm, using an Intel Core i7 CPU running at 2.8 GHz and 16 GB of RAM, the average 

data processing time for each missing value was obtained as shown in Figure 7. 

 

 
Figure 7: Average Computational Time with and without Imputation Method. 

 

     Figure 7 shows that, in terms of processing time, the C5.0+k-NNI offers fast processing 

compared with other methods. k-NNI and CMI can increase the processing time of C5.0 and 

C4.5. Those imputation methods can also increase the processing time of k-NN classifiers. 

However, the k-NN classifier's processing time is still the slowest compared to other methods 

for both complete and incomplete data. 

The limitation in this study is that the mechanism of data loss is MCAR (missing completely 

at random), using the missing value with a ratio of 0-50%, and using the Rstudio and 

RapidMiner data science tools. It is advisable to carry out further research using data loss 

mechanisms and other data science tools. 

 

5. Conclusions 

     The overall result of testing the algorithm on the Car Evaluation dataset at a 0–50% 

missing rate is that C5.0 with k-NNI provides better prediction accuracy than the other tested 

classification algorithms, even though C4.5 still slightly outperforms C5.0 and k-NNI before 

k-NNI is applied. In terms of processing time, the C5.0 with k-NNI has better performance 

than the C4.5 and k-NN algorithms, both with and without the imputation method. 
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