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Abstract 

     Multi-document summarization is an optimization problem demanding 

optimization of more than one objective function simultaneously. The proposed 

work regards balancing of the two significant objectives: content coverage and 

diversity when generating summaries from a collection of text documents.  

     Any automatic text summarization system has the challenge of producing high 

quality summary. Despite the existing efforts on designing and evaluating the 

performance of many text summarization techniques, their formulations lack the 

introduction of any model that can give an explicit representation of – coverage and 

diversity – the two contradictory semantics of any summary. In this work, the design 

of generic text summarization model based on sentence extraction is redirected into 

more semantic measure reflecting individually both content coverage and content 

diversity as two explicit optimization models. The problem is defined by projecting 

the first criterion, i.e. content coverage in the light of text similarity. The proposed 

model hypothesizes a possible decomposition of text similarity into three different 

levels of optimization formula. First, aspire to global optimization, the candidate 

summary should cover the summary of the document collection. Then, to attain, less 

global optimization, the sentences of the candidate summary should cover the 

summary of the document collection. The third level of optimization is content with 

local optimization, where the difference between the magnitude of terms covered by 

the candidate summary and those of the document collection should be small. This 

coverage model is coupled with a proposed diversity model and defined as a Multi-

Objective Optimization (MOO) problem. Moreover, heuristic perturbation and 

heuristic local repair operators have been proposed and injected into the adopted 

evolutionary algorithm to harness its strength. Assessment of the proposed model 

has been performed using document sets supplied by Document Understanding 

Conference 2002 (       ) and a comparison has been made with other state-of-

the-art methods. Metric used to measure performance of the proposed work is 

Recall-Oriented Understudy for Gisting Evaluation (     ) toolkit. Results 

obtained support strong proof for the effectiveness and the significant performance 

awarded to the proposed MOO model over other state-of-the-art models. 
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1

 لغى ػهٕو انساعثاخ، كهٛح انؼهٕو، خايؼح تغذاد، تغذاد، انؼشاق
2

 لغى ػهٕو انساعثاخ، اندايؼّ انركُٕنٕخّٛ، تغذاد، انؼشاق

 الخلاصة
ذمُٛح انرهخٛض الأٔذٕياذٛكٙ فٙ ذطٕس ٔستًا ذمذو زم انٗ يشكهح انسًم انضائذ نهًؼهٕياخ. ػًهٛح انرهخٛض      

نهُظٕص يرؼذدج انًغرُذاخ ذظُف ػهٗ آَا يشكهح أيثهٛح ذرطهة الاعرفادج انًثهٗ يٍ اكثش يٍ دانح ْذف فٙ 

 ٔلد ٔازذ. 

تٍٛ ْذفٍٛ يًٍٓٛ ًْا: ذغطٛح انًسرٕٖ نًدًٕػح  انؼًم انًمرشذ ٚأخز تُظش الأػرثاس ذسمٛك انرٕاصٌ     

أ٘ َظاو أٔذٕياذٛكٙ نرهخٛض انًغرُذاخ ٔانرُٕع ػُذ ذٕنٛذ يهخض يٍ يدًٕػح يٍ انًغرُذاخ انُظٛح. 

ػهٗ انشغى يٍ اندٕٓد انمائًح ػهٗ ذظًٛى ٔ  انُظٕص ًٚهك انرسذ٘ انًرًثم فٙ إَراج يهخض ػانٙ اندٕدج.

ذفرمش طٛاغاخ ْزِ انرمُٛاخ انٗ ذمذٚى أ٘ ًَٕرج ًٚكٍ أٌ ٕص، ذهخٛض انُظذمٛٛى أداء انؼذٚذ يٍ ذمُٛاخ 

أٌ ذظًٛى ًَٕرج  ًْٔا دلانراٌ يرُالضراٌ فٙ أ٘ يهخض. –ذغطٛح انًسرٕٖ ٔانرُٕع  –ٚؼطٙ انرًثٛم انظشٚر 

ٚٓذف انٗ ذهخٛض َض ػاو لائى ػهٗ ألرطاع اندًم ذًد أػادج ذٕخّٛٓ انٗ ذذتٛش راخ دلانح اكثش ٚؼكظ 

ٚرى ذؼشٚف انًشكهح يٍ خلال  .. ٕسج يغرمهح كلا يٍ ذغطٛح ٔذُٕع انًسرٕٖ كًُٕرخٙ أيثهٛح طشٚسحتظ

ػشع انًؼٛاس الأٔل ، أ٘ ذغطٛح انًسرٕٖ فٙ ضٕء انرشاتّ انُظٙ. ٚفرشع انًُٕرج انًمرشذ ذسهٛلاا يسرًلاا 

ٗ انرسغٍٛ انؼاو ، ٚدة أٌ ٚغطٙ نرشاتّ انُض إنٗ ثلاثح يغرٕٚاخ يخرهفح يٍ طٛغح انرسغٍٛ. أٔلاا ، انرطهغ إن

انًهخض انًششر يهخض يدًٕػح انًغرُذاخ. تؼذ رنك ، نرسمٛك انسذ الأيثم يٍ انرسغٍٛ انؼاو، ٚدة أٌ 

 رٔانًهخض انًششر يهخض يدًٕػح انًغرُذاخ. انًغرٕٖ انثانث يٍ انرسغٍٛ ْٕ انًسرٕٖ  خًمذغطٙ 

انًهخض انًششر ٔذهك  ًظطهساخ انًغطاج يٍ لثمان أٌ ٚكٌٕ انفشق تٍٛ لٛىانرسغٍٛ انًسهٙ ، زٛث ٚدة 

ا.انخاطح تًهخض  يغ ًَٕرج انرُٕع  ػًهٛح الرشاٌ انًُٕرج انًمرشذ ذرىتؼذ رنك  يدًٕػح انًغرُذاخ طغٛشا

ٔػلأج ػهٗ رنك ، ذى ألرشاذ ػايم ذٕخّٛ اضطشاب ٔػايم أيثهٛح ذؼذد الاْذاف. كًشكهح ٔذؼشٚفًٓا  انًمرشذ

 ًا فٙ انخٕاسصيٛح انرطٕسٚح انًؼرًذج  نرغخٛش لٕذٓا .ذٕخّٛ أطلاذ يسهٙ ٔزمُٓ

يدًٕػح انثٛاَاخ انؼانًٛح ػًهٛح ذمٛٛى انًُارج انًمرشزح ذًد تاعرخذاو يدًٕػح انًغرُذاخ انًدٓضج يٍ لثم      

(Document Understanding Conference DUC2002)  ٔلذ ذًد يماسَح انُرائح انًرسظهح يغ

انُرائح . (ROUGE)نهًُارج انًمرشزح ذى تاعرخذاو أدٔاخ  لٛاط ٔذمٛٛى الأداءيدًٕػح يٍ الاَظًح انسذٚثح. 

 .انًمرشذ ػهٗ انًُارج انسذٚثح انرٙ ذًد انًماسَح تٓا ٕرجانًرسظهح دػًد انؼًم تذنٛم لٕ٘ ػهٗ فؼانٛح انًُ

1. Introduction 

     Identification of relevant information that meets user needs becomes very difficult as a result of 

exponential growth of Internet and the continuous size increase of affordable media storage devices 

which have allowed for the availability of huge amount of online information. With the richness of 

data, a massive demand for innovative technologies that introduce an effective processing of 

documents to reach the user’s specific needs is required.    

     The two fields which have focused on the effective processing of large amounts of data and 

extraction of information with high quality and relevance to the user’s needs are Data Mining (DM) 

and Information Retrieval (IR). With Data Mining, patterns and trends are typically detected within 

text to help identify and form interesting and important information. Information Retrieval field 

searches documents, data within documents and their metadata to help find information that is 

significant and relevant. An overlap between the two fields is obvious, especially when looking at the 

sub areas which are covered by both. Automatic Document Summarization (ADS) which tend to be a 

vital technology to overwhelmed this obstacle in technological environments is among these areas 

which targets the production of summaries meeting the user’s needs. The documents to be summarized 

can be of multimedia type, text, or both. 

     Systems that emphasis on Text Document Summarization (TDS) often comprise subtasks borrowed 

from the field of Natural Language Processing such as Text Parsing, Natural Language Understanding, 

Coreference Resolution, and Anaphor Resolution. Thus, TDS can be regarded as a subfield of Natural 

Language Processing, which also overlaps with DM and IR [1].   

     Automatic text summarization technology is maturing and may offer together with the conventional 

information search engines a solution to the problem of information overload to satisfy accessing the 

relevance of retrieved documents efficiently [2, 3]. This interprets the growing importance of the area 

of automatic text summarization which has triggered the race for developing many algorithmic 

models.  

     Text summarization problem attracts several disciplines from computer science to formulate and 

develop powerful techniques. The main goal of these techniques is to introduce the most important 

information of the original detailed text in a condensed version whilst discarding irrelevant and 
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redundant information. By this, the user can quickly understand the large volume of required 

information that targets his intent.   

     Text summarization techniques can be classified according to the task of summarization as generic 

or query-relevant summary [4−6]. A whole sense of document content is presented without any prior 

knowledge in a generic summary. On the other hand, the information presented in a query-relevant 

summary should have some relevance with a given query or topic [7]. 

     Text summarization approaches can, also, be either extractive or abstractive according to the 

function to be performed. Extractive text summarization systems tend to select a subgroup of words, 

phrases, or sentences that exist in the original text and are highly significant for generating summary. 

These approaches are typically based on some rules for extracting sentences, and effort to recognize 

the combination of most important sentences matching the overall understanding of a particular 

document.  

     Sentence extraction methods are normally performed using some kind of similarity or centrality 

metric [8−11]. In contrast, an internal semantic representation is built by abstractive methods and then 

a summary that is closer to a human made summary is created via some natural language generation 

techniques. Novel words that do not explicitly exist in the original text might be involved in such a 

summary [12].  

     Moreover, considering number of simultaneous analyzed documents, summary creation may be 

performed either from a single or multiple documents [5, 13]. Thus, a condensed representation of one 

document can only be produced via single-document summarization, whereas a summary from 

multiple documents can be produced thru multi-document summarization.  

     Depending on the usage (i.e. type of information that the summary involves), summary can be 

critical summary, indicative summary, informative summary or extract summary. Indicative and 

informative summaries are the most important summary types. Informative summaries offer a 

shortening for whole document, retrieving its significant details, whereas decreasing volume of 

information. The typical length of this type of summary ranges from 20–30% of the original text [2, 5, 

14]. An indicative summary is a shortened version of main topics of a document where presentation of 

the content details is avoided to attract the user into getting the complete document. This type of 

summary often used as the end part of the information retrieval systems, being retrieved by search 

system as a substitute of complete document. These summaries have typical lengths that vary from 5% 

to 10% of the whole text [14].   

2. Related work 

     Extractive document summarization obviously involves selecting the most relevant information and 

generating a coherent summary from them. The generated summary comprises multiple disjointedly 

extracted sentences from document(s). Clearly, each of the chosen sentences should separately be 

important. By including many of the competing sentences in the summary, the problem of information 

overlap between portions of the generated summary comes up, and this demands a mechanism for 

addressing redundancy. Consequently, when many of the competing sentences are presented, assumed 

summary length limit, the scheme of choosing best summary instead of choosing best sentences 

becomes obviously important. The problem of choosing the best summary is a global optimization 

problem compared with the process of picking the best sentences. Furthermore, the quality of 

summary is defined by two main criteria which are coverage and diversity.  

In extractive document summarization, generation of the optimal summary can be regarded as a 

combinatorial optimization problem in which finding a solution to it is NP-hard [15]. Maximal 

Marginal Relevance (MMR) [16] is one of the standard methods for text summarization problem, 

where the most relevant sentences are selected by a greedy algorithm, and simultaneously the 

redundancy is avoided by removing too similar sentences to the already selected sentences. One key 

problem of MMR is that the decision using it is made based on the scores at the present iteration 

which make it non-optimal. The following are a review of optimization based works which are most 

related to the approach proposed in this paper.   

     In [17], document summarization was formulated as a multi-objective optimization problem. In 

particular, four objective functions, namely information coverage, significance, redundancy and text 

coherence were involved. These four objective functions measure the generated summaries according 

to the cluster of semantically or statistically related core terms. To solve the optimization problem, this 
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work converted the multi-objective optimization problem into single objective optimization problem 

to produce as a final result one optimal solution.  

     Multi-document summarization that considers two concerns represented by minimizing redundant 

information while extracting sentences that are representative was modeled as a discrete optimization 

problem in [18]. The optimization problem was solved through creation of an adaptive differential 

evolution algorithm. Testing the performance of the method proposed in this work was performed on 

the standard DUC2002 and DUC2004 datasets and a comparison was made against baseline systems. 

The experimental results provided an evidence that the proposed method is a viable method for 

document summarization.  

     The work presented in [19] proposed modeling for generic extractive text summarization as an 

integer linear programming problem that considers covering the main content of document(s) and 

guarantees including sentences that convey diverse ideas in the generated extractive summary. Generic 

text summarization model was represented as an optimization problem and the problem was solved 

globally. The model was compared against several existing methods using DUC2005 and DUC2007 

datasets and its performance was evaluated using ROUGE-2 and ROUGE-SU4 metrics. The model 

proposed in this work demonstrated that the summarization result depends on the similarity measure. 

Results showed significant improvements to the summarization results and showed that better results 

could be obtained from a combination of the Normalized Google Distance based NGD-based and 

cosine similarity measures than their use separately.  

Extraction-based generic text summarization was modeled in [20] as linear and nonlinear optimization 

problems. A simultaneous balancing of summary objectives represented by coverage and diversity was 

attempted to be performed at these models. The optimization problem was solved through developing 

an adaptive particle swarm optimization algorithm. Experimental results showed that the proposed 

models outperformed the best-reported results on DUC2005 dataset, and also compared well on 

DUC2006 data set using ROUGE-1, ROUGE-2, and ROUGE-SU4 metrics.  

The work introduced in [21] modeled text summarization as a quadratic integer-programming problem 

while attempting to optimize relevance, redundancy and length. A novel differential evolution 

algorithm was created to solve the optimization problem. The methods were implemented on 

DUC2005 and DUC2007 data sets and evaluated using ROUGE-1, ROUGE-2 and ROUGE-SU4 

metrics. Significant improvement were noticed on the summarization results through applying the 

method proposed in this work. Experimental Results showed that combining symmetric and 

asymmetric similarity measures conducted to better result than their use separately.   

     The work  introduced in [22] Modeled text summarization as a Boolean programming problem. 

The model attempted to optimize three concerns represented by: relevance, redundancy and length. 

The optimization problem was solved through creating differential evolution algorithm with self-

adaptive crossover and mutation strategies. The model was implemented on multi-document 

summarization task. The proposed model when compared to several existing summarization methods 

on DUC2005 and DUC2007 datasets, it was found that a significant improvement occurred for the 

summarization results. Method evaluation was performed using ROUGE-1, ROUGE-2 and ROUGE-

SU4 metrics. This Work demonstrated that results of summarization depend on the similarity measure 

and clarified that symmetric and asymmetric similarity measures as a combination produce better 

result than their use individually. 

     An extractive multi-document text summarization model based on genetic algorithm (GA) was 

proposed in our previous work [8]. First, the problem was modeled as a discrete optimization problem 

and a specific fitness function was designed to effectively cope with the proposed model. Then, a 

binary-encoded representation together with a heuristic mutation and a local repair operators were 

proposed to characterize the adopted GA. Experiments were applied to DUC2002 datasets. Results 

clarified the effectiveness of the proposed model when compared with another state-of-the-art model . 

Simultaneous optimization of many objectives is involved in many real world problems in 

engineering, industry, and in many other fields. A MOO problem has, in its nature, several objectives 

that contradict each other (i.e., improvement of one objective cannot be satisfied without deterioration 

of at least any other objective) and need to be optimized simultaneously in order to solve the problem. 

Attraction of several researchers recently by MOO field in order to model and solve MOO problems 

belongs to its large success. In single objective optimization, the goodness of one solution over the 

other is possible to be determined which results in obtaining a single optimal solution whereas in 
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multi-objective optimization, a straightforward method to determine optimality of a particular solution 

does not exist. In our previous work introduced in [9], the design of generic text summarization model 

based on sentence extraction was modeled as an optimization problem redirected into more semantic 

measure reflecting individually both content coverage and content diversity as an explicit individual 

optimization models. The two proposed models were then coupled and defined as a multi-objective 

optimization (MOO) problem. Up to the best of our knowledge, this was the first attempt to address 

text summarization problem as a MOO model. Moreover, heuristic perturbation and heuristic local 

repair operators were proposed and injected into the adopted evolutionary algorithm to harness its 

strength. Assessment of the proposed model was performed using document sets supplied by 

         and a comparison was made with other state-of-the-art methods using       toolkit. 

Results obtained supported strong proof for the effectiveness of the proposed model based on MOO 

over other state-of-the-art models. 

     In the work proposed in this paper, the problem is defined by projecting the first criterion, i.e. 

content coverage in the light of text similarity. The proposed model hypothesizes a possible 

decomposition of text similarity into three different levels of optimization formula. First, aspire to 

global optimization, the candidate summary should cover the summary of the document collection. 

Then, to attain, less global optimization, the sentences of the candidate summary should cover the 

summary of the document collection. The third level of optimization is content with local 

optimization, where the difference between the magnitude of terms covered by the candidate summary 

and those of the document collection should be small. This coverage model is coupled with a proposed 

diversity model and defined as a multi-objective optimization (MOO) problem. The proposed model 

attempt to rigorously cast on the contradictory nature of text summary by quantitatively controls 

selection of document's sentences. The selection will emphasize centrality (selection of the sentences 

having a wider coverage of the document set) and diversity (inclusion of diverse ideas in the final 

summary). The diverse ideas having a wider coverage of the document set can guarantee, in a 

reasonable degree, that the generated summary covers the most significant portions of the original 

document. Multi-objective evolutionary algorithm is adopted in this paper to tackle the text 

summarization problem. Moreover, heuristic perturbation and heuristic local repair operators are 

proposed and injected into the adopted evolutionary algorithm to harness its strength.  

Organization of this paper is as follows: Section 3 introduces preliminaries of the text summarization 

problem. The problem of extractive multi-document text summarization is stated in section 4 together 

with the presentation of the details of the proposed mathematical formulation and modeling. Multi-

objective evolutionary algorithms are presented in section 5 in terms of their basic concepts in addition 

to the introduction of one of the most common multi-objective evolutionary algorithms, Multi-

Objective Evolutionary algorithm with Decomposition (MOEA/D). Section 6 presents the proposed 

multi-objective evolutionary algorithm for multi document text summarization problem. Simulation 

results and their related discussions are presented in Section 7. Finally, conclusions and some possible 

extensions to the current work are given in Section 8. 

3. Preliminaries  

     In text summarization, vector-based methods are commonly used [23]. Let   *             + 
represents   distinct terms in a document collection. Cosine similarity is the most popular measure 

that evaluates text similarity between any pair of sentences being represented as vectors of terms. For 

a set of   different terms composing   sentences of a document collection  , cosine similarity 

associates weight     to term    according to its magnitude in sentence   . Cosine similarity measure 

can then be formulated according to term-frequency inverse-sentence-frequency scheme (      ) [23]: 

 

                                                                                                                                                 (1) 

where: 

    : is the measure of how frequently a term     occurs in a sentence   , and 

       (   ⁄ ) is the measure of how few sentences    contain the term    .  

Intuitively, if a term    does not exist in sentence   ,     should be zero. Now, given two sentences 

   ,             - and    [             ], the cosine similarity between these two sentences 

can be calculated as in    ( ) [23]: 
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   (     )  
∑       

 
   

√∑    
  

   ∑    
  

   

                                                                                                 (2) 

Quantitatively, the main content of a document collection   being represented in 

  *             + space, can be reflected by the mean weights of the   terms in  . Thus, for 

  *             + vector, a mean vector   ,          - can be computed. The     coordinate 

   of the mean vector   can be calculated as: 

   
 

 
∑    

 
                                                                                                                           (3) 

4. Problem statement and formulations 

The proposed text summarization problem is expressed here while considering three challenges:  

 Content Coverage: the main topic of the document collection   should be covered by the generated 

summary.  

 Redundancy Reduction: similar sentences in the document collection   should not be duplicated in 

the generated summary.  

 Length: summary should be of a bounded length. 

     Let   be a document collection of   documents, i.e.   *       +. By the language of 

sentences,   can be noted by   *  |     +, where   is the number of distinct sentences from 

the documents in  . The aim of this paper is to generate a summary  ̅    that can satisfy the above 

three criteria.  

     Multi-document summarization in its nature involves simultaneous optimization of more than one 

objective function that contradict each other. To this end, Multi-document summarization based on 

MOO model is proposed. A simultaneous optimization of two objectives: content coverage and 

redundancy reduction is suggested. An MOO model is introduced, the model has two objective 

functions: the first objective          ( ) concerns coverage criteria, while the second objective 

concerns information redundancy criteria            ( ). Following are definitions of the MOO 

based model proposed for modeling multi-document text summarization problem. 

     The problem of multi-document text summarization is defined by projecting content coverage in 

the light of text similarity. The proposed model hypothesizes a possible decomposition of text 

similarity into three different levels of optimization formula. First, aspire to global optimization, the 

candidate summary should cover the summary of the document collection. Then, to attain, more or 

less global optimization, the sentences of the candidate summary should cover the summary of the 

document collection. The third level of optimization is content with local optimization, where the 

difference between the magnitude of terms covered by the candidate summary and those of the 

document collection should be small. The objective functions           and             and text 

summarization problem       can then be formulated as in definitions 1, 2 and 3, respectively.  

Definition 1 (Content coverage objective function          ). Let       be a sentence to be 

included in the generated summary  ̅, then three different semantics of coverage (summary level, 

sentence level, and term level) can be cooperated together to define content coverage criterion. 

Summary level to be expressed by the degree of summary similarity,    (    ), between the mean 

vector   of the candidate summary  ̅ and the center   of the document collection  . Sentence level to 

be defined by the degree of sentence similarity,    (    ), between sentence    and the mean vector 

  of the document collection  . Term level to be defined by the degree of               (     ) 
between the impact of term   in the mean vector   of the candidate summary  ̅ and its corresponding 

term in the center   of the document collection  . Content coverage is expressed by maximizing both 

   (    ) and    (    ) while simultaneously minimizing sum of      (     ) for every   term 

in sentences included in the automated summary. 

             (   )  ∑    (    )   ∑ |     | 
   

 
                                                            (4) 

     As can be seen in Eq. 4, the magnitude    of term   in the candidate summary   ̅ can be expressed 

by its impact, i.e. average of total weights of   occurring in the sentences of  ̅. Likewise, the 

magnitude    of term   in   can be computed by the average of total weights of   occurring in the 

sentences of  . Intuitively, the difference between these two magnitudes should be small over all 

terms of   and  ̅. In order to unify the impact of the three terms in Eq. 4, their values are normalized 

to be in the range [0, 1].  
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Definition 2 (Redundancy reduction objective function            ). On the other hand, the 

redundancy reduction should be maximized, or quantitatively, the similarity,    (     ), between any 

two sentences belong to  ̅ should be minimized.  

             
 

∑ ∑    (     )    ∑   
 
   

 
     

   
   

                                                                                         (5) 

Definition 3 (multi-objective multi-document text summarization problem      ). Let    *   + 
be a binary decision variable denoting the existence (1) or absence (0) of the sentence    in  ̅  (see Eq. 

6). Also, let     *   + be another binary decision variable relating to the existence of both sentences 

   and    in  ̅  (see Eq. 7). Now, let   *  |     + be a vector of   such decision variables 

corresponding to   sentences. Then for the vector  , text summarization problem (see Eq. 8 & Eq. 9) 

can be expressed as  a constrained optimization problem taking a combination of maximizing the two 

objective functions representing content coverage and information redundancy reduction           

and              respectively.  

   {         ̅   
           

                                                                                                                                 (6) 

 

    {
               ̅   

                       
                                                                                                                    (7)   

 

     ( )           *         ( )            ( )+                                                                 (8) 

                 ∑          
                                                                                                    (9) 

where: 

 : Summary length constraint, 

  : Length of sentence   , 

   Center of the document collection   *          +.  
 : A length tolerance introduced in this model as: 

             (  )             (  )                                                                                                 (10) 

5. Multi-Objective Evolutionary Algorithms 

     Evolutionary algorithms (EAs) in their nature are population-based meta-heuristics that have the 

ability to find simultaneously multiple optima. Formulation of multi-objective optimization problem 

consisting of   objective functions can be stated as follows: 

                      ( )  (  ( )     ( ))
 

                                                                        (11) 

               

     Formally speaking, general multi-objective optimization problem aims to find the vector    
,  

    
      

 -  which is the result of optimizing the objective function vector in      , wherein   

denotes the decision variable vector,        is composed of   real-valued objective functions, 

   denotes the objective space and the search space is denoted by  . In general, the functions 

        contradict each other, so a balance between them has to be done and the optimum can be 

explored by finding a good trade-off between all the functions         because there is no point in   

that optimizes all the objective functions of   simultaneously.  

     A hard work has been dedicated in the last few years in order to apply evolutionary algorithms to 

the improvement of multi-objective optimization algorithms (see for instance: [24−27]). 

Decomposition Based Multi-objective Evolutionary Algorithm (MOEA/D) [27] offered by Zhang and 

Li is one of the dominant algorithms for multi-objective optimization problems. 

     In MOEA/D, the MOP is decomposed explicitly into   scalar optimization subproblems that are 

optimized simultaneously by evolving a population of   solutions. Population at every generation 

consists of the best solution established thus far for each scalar optimization subproblem. Definition of 

neighborhood relations among sub-problems takes in consideration the distances calculated between 

their associated aggregated coefficient vectors. Two neighboring sub-problems should have very 

similar optimal solutions. Optimization of each subproblem in MOEA/D takes in consideration the 

information from its neighboring subproblems.  

Several methods exist for the construction of  aggregation functions. Weighted sum approach and the 

Tchebycheff approach are the most popular ones among them. Tchebycheff approach will be 
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presented and adopted in this paper. The general framework of MOEA/D can be presented in [27]. Let 

        be a set of   even spread weight vectors and    (  
      

 ) be a reference point to the   

objective functions        . The approximation problem of the    of the     can be decomposed 

into scalar optimization sub-problems using the Tchebycheff approach and the objective function of 

the     subproblem is: 

   ( |    
 )     {    |  ( )    

 }                                                                           (12) 

                                     

     where    (           )  is the weight vector, i.e.,                  and ∑     
 
     . All 

these   objective functions are optimized simultaneously by MOEA/D in a single run. MOEA/D 

maintains at each generation        with the Tchebycheff approach:  

 A population of   points           , where the  th subproblem has the current solution   , 

           where      (  )  (  (  )     (  ))
 
         ,   

     (  
      

 )   where   
  be the best value occurred so far for objective   , and 

  An external population (  ) to store non-dominated solutions.  

6. Proposed Multi-Objective Evolutionary Algorithm For Multi-Document Text Summarization 

     The popular multi-objective evolutionary algorithm of Zhang and Li called multi-objective 

evolutionary algorithm with Tchebycheff decomposition [27] is projected in the light of multi-

document summarization problem. A formulation to the representative components of the algorithm is 

performed to be suitable for the given problem. 

     MOEA/D is adopted in the proposed work in order to solve the optimization problem of multi 

document summarization. Considering      which denotes the number of sub-problems, and 

    which represents the number of contradictory objective functions. Let         be a set of 

even spread weight vectors associated with each sub-problem and    (  
     

 ) be a reference point 

to the two objective functions. The problem of approximation of the Pareto Front of the multi 

objective optimization can be decomposed into scalar optimization sub-problems using the 

Tchebycheff approach. MOEA/D makes simultaneous optimization of all these   objective functions 

in a single run. At each generation       , MOEA/D with the aid of Tchebycheff approach preserves: 

a population of   points           , where    is the current solution to the     subproblem, 

                where             (  )  .     
 (  )      

 (  )/
 
    

     ; where      
 (  )            and       

 (  )             ; and    (  
    

 )   

where   
  be the best value found thus far for objective      

 
. Moreover, an external population 

(  ) is preserved by MOEA/D, which is used as an archive scheme for accumulation of non-

dominated solutions discovered throughout the search.  

     Representation of each individual            is considered as a vector with fixed-length having 

      , where each gene determine the existence or absence of the equivalent sentence.         

indicates the objective function vector allotting content coverage,          , and redundancy 

reduction,            , to individual      . Set of genetic operators is denoted by    each of them 

is controlled by a particular parameter: 

  {   
    

    
|   

    
    

      }                                                         (13) 

     For selection operator, two parents           are selected randomly from the neighbors of the 

determined individual in the population. Then uniform crossover is applied to these parents according 

to the probability   . A heuristic mutation operator is applied to each allele in the new individuals and 

it is controlled by two parameters. The first parameter is the well-known mutation probability,   , 

controlling the probability of mutation on each gene. The second parameter is mutation action, which 

controls the role of mutation on each mutated gene (See Eq. 14). Mutation action can be projected by 

the following similarity condition: 

   (    )  
 

 
∑    (    )  

                                                                                                            (14) 

     For a given gene   and for a random uniform variable    ,   -, if the sentence corresponds to the 

    gene exists, and if    is satisfied (i.e.,      ) then the similarity condition should be checked. 

The condition checks whether the similarity between the     sentence and mean vector   is more or 

less than the average similarity of sentences in the document collection  . If it is satisfied, then the 
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corresponding sentence,    can be selected in the generated summary  ̅. Otherwise, it can be removed 

from the summary. Formally speaking,  

   *     +                                                                                                                    (15) 

  
  {

         (    )  
 

 
∑    (    )  

   

                                                        
                                                                                     (16) 

     Then an update function          is applied to update the current    by exclusion of 

dominated solutions and/or inclusion of the new child solutions while implementing   to the current  . 

Then one non-dominated solution    is selected from the archive    by a decision maker function 

       . 

     The best solution,   , of the final generation of the algorithm can be selected as the result to the 

maximization problem. 

              
|  (  )   (      

)                                                                                       (17) 

However, the phenotype of the best solution    may still suffer from violating the length constraint i.e. 

∑     
 
                                                                                                                                             (18) 

     To this end, a local repair operator is proposed to handle the existence of more than constraint 

needs. Firstly, this repair operator removes from    those redundant sentences which have a high 

degree of similarity between them. Considering a similarity threshold        and two sentences    

and    in    , one of them will be excluded from the final generated summary if their similarity is 

more than or equal to   (see Eq. 19). Secondly, this operator will only  handle the selection of high 

importance sentences in   . Each sentence belongs to    is ranked according to the formula in Eq. 20 

to gain a corresponding score:  

     *     +                                               

   (     )                                                                                                                                        (19) 

   *     +                                              

       
    (    )  .(   (      )     (         ))/                                                      (20) 

     Where    (      ) refers to the similarity of the centre of the generated summary (including 

sentence   ) and the centre of document collection  . On the other hand,    (         ) denotes the 

similarity between the generated summary (excluding sentence   ) and the centre of document 

collection  . In order to unify the impact of the two terms, their values are normalized to be in the 

range [0,1]. The basic idea behind the second term of the formula is to measure the impact of each 

sentence exist in the best phenotype summary. The sentence with the highest score has a great impact 

on the summary and it is of high importance whereas the sentence with the lowest score has a little 

impact on the final summary. The sentences are sorted in descending order and the high scored 

sentences are selected to be included in the final summary until the required length   is reached. 

Perturbation Heuristic and Local Repair Heuristic, are presented in Algorithms 1 and 2 respectively. 

 

Algorithm 1: Proposed Heuristic Perturbation Operator 

Input: 

For a given gene   and for each sentence exist in the solution and for a random uniform variable 

   ,   - 
   *     +               

Process: 

Set   
    if the average similarity of all sentences    in the collection to the centre of document 

collection exceeds    similarity, otherwise turn it to zero     

Set    
          (    )  

 

 
∑    (    )  

   , otherwise set    
                                                                     

Algorithm 2: Proposed Local Repair Heuristic 

Input: 

      *     +            : Turn to zero each sentence that does not satisfy the 

condition:    (     )      

 For every sentence    included in the best solution    

        *     +          perform the following steps: 
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Process: 

 Find the center of the document collection   according to the formula: 

   
 

 
∑    

 
                               

 Calculate similarity of sentence    to the mean vector of the document collection   

 Find the center of the created summary      

 Compute similarity of mean vector of system generated summary      to the center of 

document collection   

 Compute similarity of mean vector of system generated summary      excluded from it 

the specified sentence    to the center of document collection   

 Apply the formula: 

       
    (    )  .(   (      )     (         ))/ 

 Attach the calculated score to sentence    in order to decide according to this score about 

the inclusion of     in the final summary 

7. Simulation results and discussion 

7.1 Dataset and parameters setting 

     Qualitative evaluations of the proposed model were made quantitatively based on the multi-

document summarization datasets provided by Document Understanding Conference (   ), 

particularly using          dataset [28]. A brief statistics of the dataset are  given in Table-1. Like 

all other related works, the documents in          dataset are, first, preprocessed as follows: 

 Segmentation of the documents into individual sentences, 

 Identical sentences are removed, 

 Sentences are tokenized, 

 Stop words are removed and 

 Finally, the remaining words are stemmed using Porter stemming algorithm [29]. 

     Parameters for the proposed algorithm applied to solve multi objective based model       are 

set as follows: a population of            individuals is used and evolved over a sequence of 

          . For the tournament selection, a tournament size,            has been chosen. 

Crossover probability and mutation probability are set to        and       , respectively. 

 

Table 1-Description of DUC2002 dataset. 

Description          dataset 

Number of topics 59  (d061j through d120i) 

Number of documents in each topic      

Total number of documents 567 

Data source TREC 

Summary length 200 and 400 words 

 

7.2 Evaluation metrics 

     The proposed work is quantitatively measured using Recall-Oriented Understudy for Gisting 

Evaluation       evaluation metric [30].       is considered as the official evaluation metric for 

text summarization by DUC. It includes measures that automatically determine the quality of a 

summary generated by computer through comparison made between it and human generated 

summaries. The comparison is satisfied by counting the number of overlapping units, such as   
     , word sequences, and word pairs between the summary  generated by a machine and a set of 

reference summaries generated by humans. 

        is an        Recall counting the number of         matches of two summaries, 

and it is calculated as follows [30]: 

        
∑ ∑           (      )            *                   +

∑ ∑      (      )            *                   +
                                                (21) 
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     where   stands for the length of the       ,           (      ) is the maximum number 

of         co-occurring in candidate summary and the set of reference summaries.      (  
    ) is the number of         in the reference summaries. 

The similarity between reference summary sentence   of length   and  candidate summary 

sentence   of length   is calculated using         measure (also called          which is denoted 

by     ).         evaluates the ratio between the length of the longest common subsequence of 

the two summaries    (   ) and the length of the reference summary as follows [30]: 

     
   (   )

 
                                                                                                                                      (22)                                                                                                                                                                                             

     
   (   )

 
                                                                                                                                      (23) 

     
(    )        

           
                                                                                                                              (24) 

     Where recall and precision of the    (   )  is denoted by      and     , respectively and   
    

    
 . 

If the definition of         is applied to summary-level, the union     matches between a 

reference summary sentence,   , and sentences of the candidate summary,   which is denoted by 

    (    ) is taken. Given a reference summary of   sentences containing a total of   words and a 

candidate summary of   sentences containing a total of   words, then summary-level         is 

calculated as follows [30]: 

     
∑     (    ) 

   

 
                                                                                                                             (25) 

     
∑     (    ) 

   

 
                                                                                                                              (26) 

     
(    )        

           
                                                                                                                              (27) 

 

7.3 Model Performance 

     Table-2 together with Figure-1 present the comparison results based on         dataset for 

average         and         scores for 20 runs of the proposed model       with other 

baseline methods. The recorded results clarify that the proposed MOO based model significantly 

outperforms Single Objective Optimization (SOO) version of       termed as       and other 

baseline methods for modeling multi-document summarization despite that the proposed work works 

on            and the baseline systems work on            .  

Table 2-Comparison results regarding average         and          scores of the proposed 

model       against       ,      ,        models and other state of the art models. 

Method        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

DUC best 0.25229 0.46803 

FGB 

 
0.24103 0.4508 

BSTM 

 
0.24571 0.45516 

LexRank 

 

0.22949 

 
0.44332 

LSA 

 
0.15022 0.40507 

NMF 

 
0.16280 0.41513 

Centroid 

 
0.19181 0.43237 

 ,  - 0.25184 
0.46631 

 

      , - 0.25437 0.48314 
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      0.27889 0.49412 

      , - 0.46578 0.60105 

      0.47412 0.61742 

 

 
Figure 1-Comparison results of the proposed MOO model       against SOO models        and 

     , MOO model        and other state of the art methods. 

 

     Table-2 and Figure-1 clearly point out that       significantly outperforms the other state of the 

art methods. The reason for this improvement can be turned back to the positive collaboration among 

the three participants: MOEA/D, MOO based model, and the proposed heuristics. Apart from the 

common evolutionary operators included in both single EA and MOEA/D, the additional components 

possessed by MOEA/D represented by the external archive of non-dominated solutions and 

neighborhood-relative evolutionary operations can further harness its strength against the counterpart 

single EAs. Vital chromosome solutions can propagate their generated summaries to their neighbors 

and to the external archive gradually generation by generation. An important point should be regarded 

here, despite that the number of generations for applying SOO based models are greater than the 

maximum number of generation where MOO based models implemented, it is observed that MOO 

based models outperform SOO based models at all       scores. 

     Finally, for the MOO based models, it is clarified, in general, that both        and       have 

nearby behavior in their performance, with additional improvement to the       model. From our 

investigation, it is noticed that non-dominated solutions contained in the archive of       produce 

summaries with quality higher than the quality of summaries generated from non-dominated solutions 

contained in        external archive despite the smaller size of       archive compared to the 

size of        external archive.  

     Results recorded in Table-3 summarize the positive impact of adopting MOO to the field of text 

summarization with the aid of both the proposed model and heuristics in terms of Relative 

Improvement (  ) of the proposed model       over all the other state of the art methods at all  

      scores. 

   
                            

            
                                                                                                     (28) 
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Table 3-Improvement of the proposed       over MOO model       , SOO model        and 

      and other state of the art methods on DUC2002 dataset. 

Methods 
        Improvement 

                

DUC best 

 
+0.8792659 +0.3191889 

FGB 

 
+0.9670580 +0.3696096 

BSTM 

 
+0.9295918 +0.3564900 

LexRank 

 
+1.0659724 +0.3927186 

LSA 

 
+2.1561709 +0.5242304 

NMF 

 
+1.9122850 +0.4872931 

Centroid 

 
+1.4718211 +0.4279899 

 ,  - +0.8826239 +0.3240548 

      , - 

 
+0.8638990 +0.2779319 

      +0.7000251 +0.2495345 

      , - +0.0179054 +0.0272357 

 

8. Conclusions and future directions 

     In the work proposed in this paper, the problem of generic extractive multi document text 

summarization has been defined by projecting the content coverage in the light of text similarity. The 

proposed model hypothesizes a possible decomposition of text similarity into three different levels of 

optimization formula. First, aspire to global optimization, the candidate summary should cover the 

summary of the document collection. Then, to attain, less global optimization, the sentences of the 

candidate summary should cover the summary of the document collection. The third level of 

optimization is content with local optimization, where the difference between the magnitude of terms 

covered by the candidate summary and those of the document collection should be small. This 

coverage model has been coupled with a proposed diversity model and defined as a multi-objective 

optimization (MOO) problem.  

     Positive impact of adopting MOO to the field of text summarization with the aid of both proposing 

a model for coverage criteria that depends on the decomposition of text similarity into three different 

levels of optimization formula and heuristics has been recorded against all the other state of the art 

methods. 

     The proposed work may be Extended or extra improvements may be added to the it through a 

number of ways represented by  the following directions 

 Improving the tasks of preprocessing phase that have a positive impact on the improvement of the 

overall text summarization system and will produce summaries with high quality. The focus may be 

on adding further rules to the stemmer to improve stems quality, or on dealing with punctuation marks 

via some effective schemes. 

 Applying the proposed system for the summarization of Arabic texts via working on preprocessing 

phase through considering the rules dedicated for segmentation, tokenization and stemming of texts in 

Arabic.  

 Additional objectives can be taken in consideration by the proposed model. For instance, coherence 

and cohesion objectives are examples of such objectives to be optimized simultaneously in addition to 

the content coverage and redundancy reduction objectives. 
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