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Abstract

In this work, we give an identity that leads to establishing the operator
S(a, b; 8,) . Also, we introduce the polynomials Z,,(x,y,a, b; q). In addition, we
provide Operator proof for the generating function with its extension and the Rogers
formula for Z,(x,y,a,b;q). The generating function with its extension and the
Rogers formula for the bivariate Rogers-Szegd polynomials h, (x, y|q) are deduced.
The Rogers formula for Z,,(x,y,a, b; q) allows to obtain the inverse linearization
formula for Z,(x,y,a, b;q), which allows to deduce the inverse linearization
formula for h,(x,y|q). A solution to a g-difference equation is introduced and the
solution is expressed in terms of the operators S(a, b; 8,) . The g-difference method
is used to recover an identity of the operator S(a, b; 8,) and the generating function
for the polynomials Z,(x,y, a, b; q).

Keywords: The bivariate Rogers-Szeg6 polynomials, Generating function, Rogers
formula, Inverse linearisation formula, g-difference equation.
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1. Introduction
The definitions and notations for the basic hypergeometric series [1] are adopted as
follows:
Let 0 < g < 1. The definition of the g-shifted factorial is:

*Email: hus6274@hotmail.com

4397


mailto:hus6274@hotmail.com

Saad and Reshem Iragi Journal of Science, 2022, Vol. 63, No. 10, pp: 4397-4409

. B 1 if n=20
(a; q)n - {(1 _ a)(l _ aq) (1 _ Clqn_l) I,f n=1223,..
The definition
@@w =] [ A-a.

n=0
Is also given.
The researchers employed the following notation for the multiple g-shifted factorials:
(al; az, =, Am; Q)n = (al; q)n(aZ; Q)n (am; q)n' n=123,..
The definition of the basic hypergeometric series ¢y is:

ay,0az, ", (a1; Dn(az; Dn - (ar; n no(MAs T
s (blrbz" by Z (4 Dn(b1; Dn(b2; On - (bs; D (=174
The g-binomial coeff|C|ents is deflned by:
[ ] (4 Dn
SN CHOMCH I

The Cauchy identity is given by:
z (@ 9k o = (ax; @)oo
(q q)k (X'; Q)oo ’
The particular cases of Cauchy identity were identified by Euler:

|x| < 1. (1.1

1
= ,lxl <1 1.2
; (@D (65D (12
%) k
(~1*q)xt
; = (5 @Doo- (1.3)
e~ (@ Dk
Euler's identity (1.3) can be expressed in a finite form as [2]
n
n k
=[] ~DFalPxk (1.4)
k=0
The following identities will commonly occur in this paper [1]:
k+1
@@ = (07" )2 (g o/ (@ Do (15)

The Cauchy polynomials are defined as follows [3,4]:

P(xy) = (x = y)(x —qy) - (x = yq™) = /% @)ix",
with the generating function:

t" Ot de
kzo PUoy) s = s Il <1 (1.6)

Another version of the Ca_uchy polynomials is given as follows:

P(xy)—Z[ (~1kq)ykxnk,
The bivariate Rogers-Szego polynomlals were presented by Chen et al. [5] in 2003,

a6, 1) = Z (] P,
k=0

with this generating function

t" 5@
nz;) h,(x,v|q) @D, -t max{|t], |xt|} < 1. (1.7)
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The Rogers formula for h,, (x, y|q) was denved by Chen et al. [6]

Z Z hnam (X, Y1) Osid)e_ (z’sxs-q t> (1.8)
n=0 m=0 . (q' q)n (q' q)m (S,xs,xt; q)oo 271 " ' '
with the condition that max{|¢|, |xt]|, |s]|, |xs|} < 1.
The g~1-Rogers-Szego polynomials [7] is defined by:
n
~1y — M k?-kn _k pn—k
ha(a,blg™") = kzo [l ak b,
The g-differential operator 6 is defined by [8]:
flag™) — f(a)
0 (@) == 5 (19)
The Leibniz rule for 6 is [9]:
n
n
o"f(@g(@} =) [[]0¥(F (@)™ *{g(ag ™). (1.10)
k=0
We can easily verify the identities:
(q;9)
OHP 0} = (CDF =P 000 (1.11)
n—
O£ {(xt; Qoo = (—1)*t*(xt; @)oo (1.12)

The g-exponential operator E (b6) was defined by Chen and Liu [9] in 1998 as follows:

g (b9)"
E(bo) = Z (@ D

In 2007, the Cauchy companion operator E(a,b;0) was presented by Fang [10] as
follows:

Ebi) =Y &Dn_pgn
: (4; @n
The Cauchy operator was defined by Chen and Gu [11] in 2008 as follows:
T biDg) = > LD p yn
1 (4; @n

n=
In 2010, the solutions of g-difference equatlon are obtained, and the solution is expressed
in terms of the operator E(b8), by Liu [7], who derived Mehler's formula for the g~1-Rogers-
Szego polynomials h,(a, b|q™?1).
In 2010, the solutions of g-difference equations were obtained by Zhu [12], who expressed
the solutions in terms of the operator T (— 2 ab; 0).

In 2010, the solutions of g-difference equations were obtained by Abdul Hussein [13] who
expressed the solutions in terms of the operator E'(a, b; 8). The generating function, the
Mehler formula and the Rogers formula for the Al-Salam-Carlits polynomials U, (x,y, a; q)
are also proved.

Our paper is structured as follows: Section 2 contains an identity, which leads to creating
the operator S(a, b; 8,). We also present the polynomials Z,(x,y,a, b;q). We used the
operator S(a, b; 6,.) to represent the polynomials Z,,(x,y, a, b; q). In section 3, we present an
operator proof for the generating function as well as its extension for the polynomials
Z,(x,y,a,b;q). The generating function and its extension for the polynomials h,, (x, y|q) are
then deduced. Section 4 presents an operator proof of the Rogers formula for the polynomials
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Z,(x,y,a,b;q). The Rogers formula for the polynomials h,(x, y|q) is then recovered. The
Rogers formula for Z,,(x,y,a, b; q) allows to derive the inverse linearization formula for
Z,(x,y,a,b;q), from which we can get the inverse linearization formula for h,(x,y|q).
Section 5 introduces and solves a g-difference equation. The operator S(a, b; 6,,) is then used
to describe the solution. This approach is used to confirm identity of the operator S(a, b; 6,.)
and the generating function for the polynomials Z,,(x, y, a, b; q).

2. The Operator S(a, b; 6,,) for the Polynomials Z,,(x,y, a, b; q)
An identity is provided in this section. This identity is the inspiration to introduce the
operator S(a, b; 6,). Furthermore, the polynomials Z,,(x, y, a, b; q) were presented.

Theorem 2.1 We have
(1/a; q)y (aq)®
L (4 D (bt; @)oo &2 (4, /DL Q)i
Proof. By using (1.4), the result is obtained as follows:
(/a; @)
e (q, Dk
5 3 [0 a/a)
(@ D

LU Dk (_1yeq (D) @byt =

2.1

LD Dk (_1yeq(3) anty

~1*q" &) abt)*

g 170y
CHANCH '™
—1iq)(1/ay

(@ 9)i(T Dk

(~14q" O apey &

s I~

(_1)k+iq_(12{)—(2i)—ik (abt)k+l

Il
iNs IVs IDV]s

&
I
o

—1)kq~ () @bty = (btq ™)

CHP e (4:9)

(—1fq Babeyr 1

(@ Dk (btq7*; q) oo
_ 1 i (~1)%q" ) (abty*
(B8 Do =4 (q,q/bt; @)1 (—bt/q)<q™C)
1 (aq)”
(b5 & (a,9/D8 @i

Now, let 6 be defined as in (1.9). Taking inspiration from identity (2.1), the following
operator is now presented:

s T

(by using (1.2))

=
Il

0

(by using (1.5))

(/ Dk NG
£ (@D
and then the following polynomials are introduced:
n

n
Zuryabiq)= ) []b*(@q' ¥ q)Pu iy, ).

k=0

S(a,b,0,) = (abB,)¥, (2.2)
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Setting a = 0, b = 1 and exchanging x and y in Z,,(x, y, a, b; q), we get the bivariate Rogers-
Szegd polynomials h,(x,y|q), signifying that the bivariate Rogers-Szegd polynomials
h,, (x,y|q) is a particular case of the polynomials Z,,(x, y, a, b; q).
From (1.11) and (2.2), the following representation for the polynomials Z,,(x,y, a, b; q) is
obtained:
S(a, b; 0. ){B, (v, )} = Zn(x,y,a,b; q). (2.3)
By using (1.12), it is easy to prove that

| . (e - (ag)*
S(a, b; 6,){(xt; @) o} "(bt;q)a;k=0 (q,q9/bt; Q)

(2.4)

3. The generating function for Z,,(x,y, a, b; q)

In this section, the operator proof for the generating function and its extension for the
polynomials Z,(x,y, a, b; q) are provided. The generating function and its extension for the
polynomials h,,(x, y|q) are then deduced.

Theorem 3.1 (The generating function for Zn,(x,¥,3,b;q)). We have

(Xt @) o (aQ)k
Zn(x,y,a,b;q) = )
:E: »aod (q Dn O, bt; Qoo & (9,q/bt; Q)
Provided that max{|yt| |bt|} < 1.

Proof.

(3.1)

n

(@ Dn

D Zuuy.a,biq)
n=0
n

(@ Dn

1 .
= 5E oo S(a, b; 0,){(xt; )}  (by using (1.6))

RGPS - (aq)¥ _
= (yt, bt; q)ookz:=0 (@,q/bt: Dr (by using (2.4))

Setting a =0, b =1 and exchanging x and y in the generating function for the
polynomials Z,, (x, y, a, b; q), we obtain the generating function of the bivariate Rogers-Szeg6
polynomials h,, (x,y|q) (1.7).

Lemma 3.2 Let S(a, b, 6,) be defined as in (2.2). Then

(@, b 0) (Pu 0 D) s ).} = oD 1) (/0 /XS D

= S(a,b; 0Py, )} (by using (2.3))
n=0

) (—ax)™P, (3, %)

(b5 Den 22 Im) ™ (a/b5i )
(aql—m)k

£ (4,9/bsq™™ i’ [bs] < 1. (3-2)
Proof.
S(a b; 0. ){P, (¥, x)(XS; Q) oo}
=N B Dk ~(5) apyrk(p. (3, 1) (x5 )0} (by using (2.2))

= CHOP
A/a; k. — m m

=2 aon (b)kZ[ |6z e 6k ™M(Gxsa ™ 1w} by using (1:10))
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q—(kzm) (ab)k+m
(@ Dm (T Dr

(1/a; @™/ )ea"Da-Pg- M@ @O
- CHOPACHN) (@ Dn-m
X (—sq ™¥*(xsq7™; q)w (by using (1.11), (1.12))

= > [P 0m /@ ma @by (esq ™ @) Pam 3,0
WG Di () am
x Y S 1y Babsq 2y

= s @e ). [ ] D™/ a,q/x5 ) ma” B @by (—x5)mq DR (3,0)
m=0

6P, (v, )36 {(xsq™™; @) oo}

&
a' C1)k+m

Pn—m(y; x)

X kzo %(—1)%_(’2{)@%(1‘27’1)" (by using (1.5))

= (x5; Qo Z "] (1/a,q/%5 Yma™™ (@bxs)" By, )

(1/q s Dk

—1)k _(2) —-2m\k
@ q) (=D*q \?/(absq™"™)

k=0

= (x5} @)oo Lo [2](1/a /%55 Q)n@ ™ (abxs)™ Py (7, X)

1 N (agm*
X by using (2.1)
(s D L @afbsq gy, (Y Using 2D)

_ (x5 De Z " (1/2,a/x5; Dm
(bs; @)oo £ bl (/bs; @) (—1)mg= (D)™ (bs)m
® (aql—m)k
£~ (4,9/bsq™™; Q)k
(x5 Q) O [y (/a, q/xs; D -
(bs; Qoo ;0 [m] (q/bS; Qm

q ™™ (abxs)™Py_pm (¥, )

(by using (1.5))

(aql—m)k
q/bsq™™; q)x

) -a)™y (. x)z a

Lemma 3.3 (Extension of the generating function for Z,,(x,y, a, b; q)). We have

Z Zns%,%, 0,55 )

n

(@ Dn
_ (g5 @) Z[ (1/a,q/xtq"; Om
~ (0t btgk; @)oo ml  (q/btq"; Qm

ka_m(y,x)Z (C;,qtl_k?: , max{lyt], [bt]} < 1. (3.3)
£ (q,9/btq* ™ @)n

—1)™q~G) (ax)™
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Proof

Z Znk(x,y,a,b;q)

n

(@ Dn

tn _
@ . (by using (2.3))

= S(a, b; 6x) {Z Pn+k(y,x)( _tq) }

= S(a, b; 0,) {Z Py (y, x) P, (y, xq") @ q) }

_ Z S(a, b; 0,){Pryic (7,2}
n=0

(xtq"; @)oo
Ot Qoo

S(a, b; 0:){Pi (¥, x) (xtq"; @) oo}

= S(a, b; 6,) {Pk(y,x) } (by using (1.6))

1
CCIOHS
_ (g5 Q) z[ (1/a,q/xtq"; Qm
T 0t btd Qe q)oo ml  (q/btq*; Q)m

( ag'”™)" .
x; @2/t Do (by using (3.2))

Setting a = 0, b=1and exchanging x and y in the extension of generating function for
the polynomials Z,,(x,y, a, b; q) (3.3), an extension of the generating function of the bivariate
Rogers- Szego polynomials h, (x,y|q) is obtamed

t" tqd"; Qoo (@/ytq"; Om ym
Z aeic (6, 16) @G Dn X6 ET5 oo Z [m] @/t05 Dm >

Prowded that max{|xt|, |t|} < 1.

(—1)™q~G) (ax)™ Py (v, %)

Pk—m(xJ 3’);

4. The Rogers formula for Z,,(x; y; a; b; q)

This section provides the operator proof of the Rogers formula for the polynomials Z,,, and
the inverse linearization formula for Z,,(x,y, a, b; q) is obtained. The Rogers formula and the
inverse linearization formula for h,, (x, y|q) are then recovered h,(x, y|q).

Theorem 4.1 (The Rogers formula for Z,,(x; y; a; b; q)). We have

Tl Sm
; mz P (62,000 oy @ D
_ s 9w (1/a; Om m (™) m\ &/ VDS n
Gs.bs; - mZO @om D10 Z @, Y
" (agim
kaO ey maxlysl,bs) < 1. (4.1)
Proof.
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[o%e) o n Sm
; ‘mzo Zn+m(x, y,a, b! Q) (q q)n (q q)m
n Sm .
ZO mZO S(a, b; O ){Ppsm (¥, x)} @D @D (by using (2.3))
0 tn o Sm
= S(a,b; 6,) {ZO PO s mZO 0 xa g, q)m}

tTl Tl; - )
= S(a, b; 6,) {; B, (y,x) @ . ()E;Z; 61()230 } (by using (1.6))

1 tn
- ,b; 0,){P.(y, " ) oo
(s; Q)oonz:;) (@ Dn S(a WPy, 0)(x59™; @) o}

tn

(xsq";q)mz": (SRR TETRTDEIE)

=(yS;Q)oor;(q;Q)n (bsq”;q)oom=0 m (q/bsq q)m ( ClX) Pn m(ylx)

1-m\k
Z (q, q(/c;;iq” 2'1 Dr (by using (3.2))

Z Z (1@ D™D (—a0)™ (56" Do (@/358" D
" Os q)oo ~ i (GDn(GDn-m (0S4 0)0(q/DST O

Z (ag'™™)"
(q, /bsq” ™ q)k
t"(1/0; Q)mq (D) (—ax)™ (x5q™™; @)oo (—x5q™) q("2 )
Z Z . . m+1 Tl m(ny)
(@ D@ Dn-m  (bsq™™; @)oo (~bsq)mq("2")

Pom(y, %)

~ Os; q)oo
(aq1 m)"

— (4, q/bsq” ™ @k

Z Z "1/ Qw2 (—a0)™ (654" ™ @)oo

(@GOG Dn-m (bST"™ Qoo

(by using (1.5))

“os q) b/ P (v, )
1 m)k

z (aq
(q,q/bsq” ™D

Z Z t(1/a; @) g~ (2) (—ab)™ ST Deny Z< (ag' ™)k
n=0 q

=(ys:q>mm=0 @GO @ Dn B D" a/bsq™; Qi
_ G50 i (1/a; O (D" D@O™ S @y bsiOn 0§ (@0
(s, bs; @)oo £ (4 Dm i (q,x5; Q) & (0,q/bsq™; @)

Set a=0, b=1 and exchang x and y in the Rogers formula for the polynomials
Z,(x,y,a,b;q) (4.1), the Rogers formula for the bivariate Rogers-Szegd polynomials
h,,(x,y|q) (1.8) is recovered.

The Rogers formula for Z,,(x,y,a, b;q) (4.1) can be written differently, this allows to
obtain the inverse linearisation formula of Z,,(x, y, a, b; q) as follows:
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Lemma 4.2 For n,m > 0, we have
Zn+m(x y' a b CI)

Z [ (1/a; @i (~D'q~ B (@b) Py (7, ¥ Zn (24", v, 0074, g5 ). (4.2)

Proof Rewrite the Rogers formula (4.1) as:

Tl m

nZ) mz Fnam(02, 000 Gy (qu)m
L 50 N Aw, @) @bs e ag'~*
o5 bs-q)ooz0 @ D@0 ZO @xsiDn O Z @ a/bsq
Wa@i (@ N ELYiDn (654" Doo (ag' ™"
@ T L, O (ys,bsq";q)w;(q,q/bsqn;q)k
N Waos l "y et b )
L (@) ' iad Z RONG ;q)nkzzozk(xq VA D Gy

(by using (3.3))
Equating the coefficients of t"s™ on both sides, we get the required result.

Set a=0, b=1 and exchang x and y in the inverse linearisation formula for
Z,(x,y,a,b;q) (4.2), the inverse linearisation formula for the bivariate Rogers-Szeg6
polynomials for polynomials h,, (x, y|q) is obtained:

P (3, 719) = Z Z 7 |

i=0 j=

5. The g-Difference Equation and the S(a, b; 6, operator

In this section, a g-difference equation is presented and solved. The solution is then expressed
in terms of the operator S(a, b; 6,.) . With this method, an operator identity for the operator
S(a, b; 6..) and the generating function for the polynomials Z,,(x, y, a, b; q) were verified.

Proposition 5.1 Let f(a, b, ¢) be an analytic function of three variables in a neighborhood of
(a,b,c) = (0,0,0) € C satisfying the g-difference equation

cq~*{f(a,b,c) — f(a,bq,c)}

b c c
=b {af (a'q'q) f (a, b'q) + f(a,b,c)af (a,b/q, c)}. (5.1)
Then we have
f(a,b,c) = S(a, b;0:,){f(a,0,c)}, (5.2)
where S(a, b; 6,) acts on the parameter c.
Proof. Let
f(ab,c) = Z A, (a,c)b™, (5.3)

where A,, is independent of b. Substituting the (5 3) into (5.1) the following is obtained

cq! {ZO An(a, c)b" — ZO An(a c)(bq)"]

4405



Saad and Reshem Iragi Journal of Science, 2022, Vol. 63, No. 10, pp: 4397-4409

_ b{ai A, (a,c/q)(bg~)" — i A, (a,g) b + i A, (a,c)b"
- ai An(a,c)(bg™h)" I

which can be rewritten as

o)

> a1 - g An(a,)b"

n=0

= ) (=1 = g™ An(a,cq™) + (1 - ag ™™ An(@ ™!

n=0
o

=) (- ag ™A@ cq™) — An(@, O™
n=0
If the coefficients of b™ on both sides are equated, the result is:

_ (A—aq'™) (Aps(a,cq™Y) = Ay_s(a,0)
M@0 =" { cqt }
1-n 1-— n-—1
Y0 @)
In an iterative process, the following is obtained:
-G
nta,c) = LD g (0,09 (5.4
By set b = 0 in (5.3), we obtain
f(a,0,c) = Ay(a,c). (5.5)

If (5.5) is substituted into (5.4) and then the result is substituted into (5.3), the following is
obtained:

f(a,b,c) = z A,(a,c)b™

-(3)
q (1/ q)n -
Z (@ Dn (ab)"0'{f (a,0,¢)}

= S(a b; 6:){f (a,0,0)}.

This completes the proof.
Theorem 5.2 We have

S(a, b; 6:){(ct; @)oo} =

provided that |bt| < 1.
Proof. The Proposition 5.1 is used in order to prove this theorem. Rewriting the g-difference
equation (5.1) the result is as follows:

cq *{f(a,D, Z) ;f(a, bq, C)}C ,
L—b{af (a‘E’E) _f (a, b, 5) 4+ f(a,b,c) — af (a,a,c)} —0 (5.6)
et

Do~ (aq)*
(bt; Qoo &2 (4,9/DE; )i
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Do (a*

flabe) =G e afb; D
= cti)n Y LBk 1yeg=() @peyk (5.7)
CH)

k=0
Now, we can use the g-Gospers algorithm [14,15,16] to verify that f(a, b, ¢) satisfies the g-

difference equation (5.6). Setting b = 0 in (5.7), the result is:

f(a,0,c) = (ct; q)co- (5.8)
If (5.7) and (5.8) are substituted into (5.2), the result will be as follows:
( /% Dk

;Do Y Bk _1ykq (&) abt) = S(a, b, 6)((ct: ar}.

=0 (q' )k
By using (2.1), we get the required result.
Now the g-difference equation (5.1) can be rewritten as :

(xq~t - bzfo(a, b,x) —xq~'f(a,bq,x) — abf (a,g,g) + bf (a, b, g) +abf (a:%;’;z

Theorem 5.3 Let f(a,b,x) be a three variables analytic function in a neighborhood of
(a,b,x) = (0,0,0) € C* satisfying the g-difference equation (5.9) and f(a,0,x) has the
following series expansion

£(@0,0 =) AP0,
n=0

where A,, is independent of x, then

F(a,b,x) = z A7, (x,y,a,b;q). (5.10)

Proof. Setting ¢ = x in equation (5.2), this i |s obtamed

f(a,b,x) =S(a,b;0,){f(a,0,x)}
= S(a,b; Hx){ Anpn(y'x)}

- Z A,S(a, b; 0,) (P (¥, )}
n:OO

= z AnZTL(x' y; al b! CI)
n=0

Next, the generating function for polynomials Z, (x,y, a, b; q) is reproved with the use of
the g-difference equation method.
Theorem 5.4 (The generating function for Z (x y,a,b;q)). We have

t" (e (aq)*
Z Iy, 0.0 0) s = G bt q>wz @bty eyl ibry <1

Proof Let f(a, b, x) be the rlght hand side of the equation above:

_ (xt; @)oo (aq)k
f(a,b,x) = (yt, bt; @) o L (q,q/bt; Q)
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_ @) i (1/a; Qi
SR CHOP
Employing the same technique used in Theorem 5.2, it can be demonstrated that the g-
difference equation (5.9) is satisfied by (5.11). Setting b = 0 in (5.11), then we get

(-1)*q &bk, (by using (2.1)) (5.11)

(xt, @)oo
(a, 0, x) = -
f LD
[0/0) tn
= P,(y,x) :
; Y (CI} q)n
With Theorem 5.3, the following results is obtained:
tn
A, = —.
" (G Dn

By using (5.10), we get the required result.

Conclusions

The polynomials Z,,(x, y, a, b; q) has been introduced and identity is given to establish the
operator S(a, b; 0,.). Also, the operator proof for the generating function with its extension
and the Rogers formula for Z,,(x, y, a, b; q) is provided. In addition, we introduce a solution
to a g-difference equation then it is expressed in terms of the operator. We also use the g-
difference method to recover an identity of the operator S(a,b;6,) and the generating
function for the polynomials Z,,(x, y, a, b; q). Finally, many results and outcomes are given.
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