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Abstract  

     In Parallel programming, a programmer needs to understand hardware 

environment, programming paradigm and primitives available in the programming 

language. Most of the time, parallel programmes are written for a specific architecture 

and cannot typically adapt to other architectures Particularly, programs written for 

shared memory architectures are unsuitable for distributed or hybrid architectures. 

This paper proposes Adaptive Design Pattern for Parallel Programming to improve 

adaptability, flexibility with achieving performance on different architectures.  

Molecular Dynamics (MD) simulation is required to scale to various architectures 

from simple machine to cluster of workstations. In this study, MD Simulation 

experimented using both pure benchmark code and code based on adaptive design 

patterns. Redesigned MD Simulation with Adaptive Design Pattern claims parallel 

efficiency from 56% to 90% for different number of processing elements used. The 

solution demonstrates adaptability to different architectures and scalability to use with 

large number of atoms and long duration simulation.   

   

Keywords: Parallel Programming, Parallel Design Patterns, Hybrid OpenMP-MPI 

Programming, MD Simulation.  

 

1. Introduction 

     Molecular dynamics (MD) is a technique for simulating the atom-by-atom behaviour of 

molecules and deriving macroscopic properties from these atomistic motions. It has application 

in materials science and nanotechnology. MD simulation starts with considering interaction of 

100 atoms by Haile [1]. The advent of High-Performance Computing (HPC) facilitates a wide 

range of applications [2], [3], [4], [5], [6] of MD simulation including genome sequencing, 

protein structure prediction, molecular docking and drug design. The algorithm matured 

continuously with more capabilities [7], [8], [9]. The historical development in field of MD 

Simulation is captured in [10]. MD Simulation is important, and it has wide applications [11], 

[12], [13], [14]. 

  

     The classical MD Simulation [15] calculates primitive parameters like energy, forces, 

velocity, acceleration, spatial coordinate of atoms. In this paper, MD Simulation is 

experimented with the standard benchmark code i.e., Large scale Atomic Molecular Massive 
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Parallel Simulator (LAMMPS) [16].  The pure MD Simulation code is compared with Adaptive 

Design Pattern based code. The objective is to demonstrate benefits of adaptive parallel design 

pattern-based design on different parallel environment (MPI, OpenMP and hybrid OpenMP-

MPI).   

 

     MD simulation calculates different parameters like distance, force, energy, etc. on the 

window range.  Earlier MD Simulation considers 5000 to 100000 atoms, but due to HPC 

millions and trillions of atoms can be simulated today. MD Simulation is computationally 

intensive application. It belongs to an embarrassing parallel problem class in which one can 

take benefit of parallelism most. Due to this property; MD simulations are continuously 

improving by taking benefit of advancement in High Performance Computing (HPC).   

The important steps in MD Simulation can be summarized in following flowchart (Figure 1): 

 

 
Figure 1: MD Simulation Flowchart 

 

     The paper discusses the need of Adaptive design pattern in the context of parallel 

programming. This paper proposed Adaptive Design Pattern for Parallel Programming to make 

application more adaptive for any kind of parallel architecture. The same approach is compared 

with conventional pure code written in OpenMP, MPI and Hybrid Programming. 
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2. Parallel Programming Tools and Methodologies 

2.1 Shared Memory Paradigm 

     OpenMP (Open Multiprocessing) is based on the shared memory paradigm. Open MP 

provides programmers variety of compiler directives and library routines for parallelizing their 

codes. OpenMP [17] supports various programming languages like C, C++, Fortran, etc., 

operating systems like Windows, Linux, Mac, HP-UX, etc. Programmers can use OpenMP to 

handle most aspects of the parallelization by providing enough information for it to do so 

instead of having to manually create and manage threads. 

 

2.2 Distributed Memory Paradigm 

     Message Passing Interface (MPI) is the most popular programming interface for distributed 

computing. MPI [18], [19] is a collection of API functions for facilitating communication 

between processes running in a computing cluster. MPI is based on a distributed memory 

paradigm in which processes communicate with one another by passing messages. Applications 

do not have to deal with the specifics of the interconnect network while using API 

communication functions. The processes can communicate with one another by using logical 

numbers. Data and tasks are divided among processes in a typical MPI application. All the 

processes in MPI communicate through the exchange of messages. Sometimes, the processes 

when working together on a collaborative work, processes use synchronization constructs and 

produce collaborative output. The MPI collective API functions are used for this. 

 

2.3 Hybrid Programming 

     Hybrid programming facilitates efficient programming of clusters of shared memory (SMP) 

nodes [20]. In Hybrid programming MPI is used at the nodes and Shared memory programming 

inside of each SMP node. We can take benefit of both (Scalability of MPI and efficient sharing 

between peer threads of OpenMP). Hybrid Programming can use following combinations: 

a. MPI Process – OpenMP Threads 

b. MPI Process- Lightweight MPI Process (MPI-3.0 shared memory programming [21])  

 

2.4 Parallel Design Patterns 

     A design pattern is the common solution to a recurring problem in particular context. Parallel 

programming patterns classified by Matson et al [22], [23]. Our Pattern Language (OPL) [24]  

is also categorize patterns for high-performance computing applications. Design patterns which 

describe the overall parallel architecture and software structure are known as Program Structure 

Patterns. Popular patterns for program structure are Single Program Multiple Data (SPMD), 

Master/Worker, Loop parallelism, Fork/Join are available. 

 

2.4.1 Master Worker 

     In Master Worker pattern Master process works as coordinator. A master process or thread 

set up a pool of worker processes of threads and a bag of tasks. The workers execute 

concurrently, with each worker perform a task or set of tasks from the bag. Master collects 

results from all workers. Master Worker pattern is useful for embarrassingly parallel problem, 

in which parallelism is easy to exploit. Figure 2 shows typical working of Master Worker 

Pattern 
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Figure 2: Master Worker Pattern 

 

2.4.2 Single Program Multiple Data (SPMD) 

     SPMD is suitable for Symmetric Multiprocessing (SMP) Architectures. In SPMD, all Cores 

execute the same program in parallel, but each has its own set of data. The typical SPMD 

program structure is shown in Figure 3. 

 

 
Figure 3: SPMD Pattern 

 

3. The Need of Adaptive Design for Parallel Software Development 

     The software community provided notion of patterns to capture and communicate best 

practices of software development. The use of pattern improves communication and reduces 

ambiguity. Design patterns applied in parallel programming problem can be solved through 

generalized reusable solution. The design pattern for parallel programming is not new and many 

papers [25], [26], [27] talked about it. Parallel Design patterns identify structural parallelism 

for application in given context and suggest reusable solution.  The Parallel Pattern Language 

(PPL) [22] is a catalogue of parallel patterns useful for parallel software development. PPL 

helps parallel programmers in every phase of parallel software design and development. 

 

     In Architecture with multicores communication latency is reduced but for scalability we may 

have to go for cluster of multicores. That is the reason we need to design application to exploit 

parallelism by use of structural and communication patterns. The pattern-based design enhances 

flexibility, scalability, and adaptability. Novice programmers can develop quality application 

by following best practices captured with design patterns. 

Initialize 

Obtain a unique identifier 

Run the same program each processor 

Distributed data 

Finalize 
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     The design of parallel software is often biased with the architecture for which it is expected 

to deploy.  The interoperability of design pattern in parallel programming is not effortless. 

Programmer can use best practices and start with parallel program structures without studying 

details of computer architecture available. In [28] the need of patterns which can behave 

according to architecture is emphasized.  The separation of concerns can also be achieved using 

patterns.  Model View Controller (MVC) [29] is example in context of information system 

development. In similar way it is possible to apply best practices of advanced software 

engineering in the parallel program development. 

 

4. Adaptive Parallel Design Pattern   

     This paper proposed Adaptive design pattern (Figure 4) which provides adaptability for 

incorporating different patterns in different situations. The pattern is generic and not only 

defined for MD Simulation, but It can also be applied to any parallel programming problem. 

The MD Simulation is used to demonstrate pattern benefit due to its computationally intensive 

property and the parallelism available in it. Adaptive Design Pattern gives flexibility to the 

selection of pattern dynamically. It will select Open MP or Hybrid MPI – OpenMP 

Implementation. Single Program Multiple Data (SPMD) based design and OpenMP 

implementation triggered for shared memory architecture. Adaptive design and Hybrid 

OpenMP, MPI implementation will be triggered in case of cluster and Master – Coordinator-

Worker design may be used. 

 

     Adaptive pattern-based design gives us the flexibility to select a particular design based on 

suitability of design pattern to environment, programming language constructs. The selection 

of pattern is based on best practices of parallel program design. The best practices captured by 

[30], [31] and discussed in [28]. We summarize it for different scenario in Table 1. 

 

Table 1: Suitability of pattern and languages 
Pattern Open MP MPI 

Pipeline Suitable Suitable 

Recursive splitting Suitable  

Geometric Decomposition Suitable Suitable 

Discrete Event  Suitable 

Actors  Suitable 

Master/worker  Suitable 

BSP  Suitable 

SPMD Suitable Suitable 

Loop Parallelism Suitable  

Fork/Join Suitable  

 

Table 2: Mapping of hardware, implementation pattern and programming languages 
Hardware 

Environment 

Suitable Implementation 

Pattern 

Programming 

Language 

Capabilities added 

dynamically 

Shared Memory SPMD OpenMP Load balancing 

Distributed 

Memory 

Master Worker Hybrid 

OpenMP/MPI, MPI 

Load balancing, Code 

migration, Fault tolerance 

Cluster Two level Master Worker Hybrid 

OpenMP/MPI, MPI 

 

Load balancing, code migration, 

Fault tolerance 
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     Table 2 is based on experiments on prime number generation [32] and MD Simulation [33]. 

It shows selection of pattern with considering hardware environment and programming 

language. The experiment implemented with Single Program Multiple Data (SPMD), Master 

worker and Multilevel Master worker but design will be able to accommodate any pattern. It 

demonstrated selection of pattern-based hardware environment and programming language 

used. The adaptive design implemented with suitable implementation pattern and programming 

language. The implementation also flexibly switches over to different pattern-based design 

based on situations shown in Table 2. 

 

     Social insects like ant have been extraordinarily successful in task allocation. The study [34] 

shows parallel nature of ant colony suits it for HPC. Social insect’s exhibit most advanced form 

of sociality. In Adaptive design pattern, we have tried to inherit features from Honeybee task 

allocation [35]. Honeybees exhibits two patterns of organization of work, In the spring and 

summer, division of labour is used to maximize growth rate and resource accumulation. In 

winter, honeybee focuses on survival. They rely on honey and become generalists. Honeybee 

task allocation also focus on context for division of work. 
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Figure 4: Proposed Adaptive Design Pattern for Parallel Programming 
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Figure -5 Hierarchy of worker in Adaptive design pattern 

 

          In Adaptive design pattern, we are using honeybees’ flexible role transition model. The 

Adaptive design pattern uses capabilities which can be added dynamically to workers. The 

worker hierarchy (Figure 5) is implemented using the concept of hyperslice [36], [37], each 

worker can be replaced by other workers. The worker can increase its capabilities dynamically 

by hooks [38]. Each worker is capable to acquire capabilities dynamically.  

  

     It accommodates adaptability in benefit of such design is flexibility of adding capabilities to 

workers. This design choose pattern based on suitability to architecture, programming 

environment and optimization available. The Flowchart shown in Figure 6 explains the 

algorithm to choose different patterns and capabilities. The framework can be planned based 

on this algorithm to relieve parallel developers from jargon of patterns and their mapping to 

hardware. 

 

5. Adaptive Parallel Design Pattern Based Solution   

     MD Simulation requires high computational resources, and its complexity grows with 

number of atoms, range of forces considered, step size and other parameters. There has been 

lots of effort to parallelize MD Simulation [39], [40], [41], [42], [43], [44]. The objective of 

this study is not to formulate better parallel algorithm, but with the same algorithm achieving 

better mapping to different parallel architectures. 

  

     The MD Simulation uses data structures such as positions and velocities of particles and the 

computing procedures such as calculations of forces and updates of particle positions are 

partitioned and allotted to each processor. 
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Figure 6: Selection of patterns in Adaptive design pattern 

 

     Important metrics will be communication time, efficiency, and core utilization.  The other 

factors for comparing different solutions from software engineering perspectives are: 

1.Ease of Programming 

2.Fault tolerance 

3.Adaptability of solution to different architectures 

4.Flexibility 

     MD Simulation uses different methods of partitioning for calculating parameters in parallel. 

These methods use particle or spatial decomposition. In this paper, we are considering 

adaptability and better mapping to hardware (shared, distributed, hybrid) of MD Simulation 

design. If MD Simulation solution adopts variety of architecture, it will be useful in different 

situation. The other computation intensive problems can also be designed to adopt different 

architectures with proposed pattern. We have also used hybrid programming in which we can 

benefit of both OpenMP and MPI. MPI approach provides scalability and fault tolerance but 

suffers from communication latency. Open MP is faster in creation of threads and share 

resources efficiently. Hybrid approach takes advantages of both OpenMP and MPI. 

The pattern-based solution can achieve separation of concern, improved readability, debugging, 

adaptability and flexibility.   

  

6. Results 

     This experiment considered 3D physical space, 1000 atoms and 16-time step. The following 

information is used to compute distance, forces, and energy: 

•Velocity 

•Position  

•Charge  

•Acceleration 
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     All the variables are initialized with random inputs.  The simulation space in problem is 

divided into rectangular cells. Each region is calculated in parallel. The experiment only 

considering short range forces and if atom goes outside range it will move in respective region.  

With cell partitioning method, the pair list for an atom in a particular cell is constructed, which 

contains atom and neighbouring atom within cell.  

  

     The cell partitioning and short-range calculation minimize the communication required with 

other cells. Table 3 gives Latency and communication/computation ratio in Pure MPI code of 

MD Simulation. The ratio of communication to computation grows with an increase in MPI 

processes. Parallel efficiency will be impacted by the increase in latency. Interleaved execution 

is preferred to cut down communication time. Every process in an MPI implementation interacts 

with other processes through explicit MPI communication (MPI send/recv). Speedup is limited 

by the explicit MPI communication between nodes as more and more time is lost in 

communication. The OpenMP threads are running at the SMP (Symmetric Multiprocessor 

Node) in this implementation that is the reason we are considering negligible latency in 

OpenMP threads. Figure 7 and Figure 8 shows comparison of execution time in second with 

different approaches.  

 

Table 3: Latency and Communication /Computation Ratio 
No. Of Process Pure MPI Latency (in seconds) Communication /Computation Ratio 

1 0 0 

2 0.000462 0 

4 0.000468 0 

8 0.000466 0 

16 0.000599 0 

32 1.553018 13.71 

64 1.941602 20.91 

128 2.149467 48.98 

 

     Table 4 summarize our experiment in terms of execution time. The execution time is given 

in seconds. We have compared four different cases:  

1.Pure Open MP code 

2.Pure MPI code 

3.Best case of Hybrid code (OpenMP-MPI) 

4.Adaptive Design Pattern based code 

 

Table 4: Execution time in seconds for MD Simulation 
No. of 

Process/Threads 

Pure OpenMP 

(in seconds) 

Pure MPI 

(in seconds) 

Hybrid MPI-Open MP 

(in seconds) 

Adaptive Design Pattern 

(in seconds) 

1 179.3 218.7 219.53 192.3 

2 91.9 116.2 115.5 101.7 

4 51.3 62.8 61.6 52.6 

8 31.5 32.9 32.5 31.7 

16 16.3 19.83 17.2 16.6 

32 16.7 11.33 9.1 10 

64 16.8 5.96 5.1 5.3 

128 17.1 4.48 3.4 3.6 
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     The study [45] uses SIMD vectorization for MD Simulation.  The simulation is done using 

thread base parallelization on many core processors (Sandy Bridge and Haswell processors). 

The parallel efficiency obtained in [45] is around 78% while 88% in Adaptive Pattern based 

approach for four nodes. For more than 8 nodes parallel efficiency drops below 70% in both 

cases due to overhead of communication. In [46] short rage forces are considered for MD 

Simulation and for more than 32 cores parallel efficiency is more than 63% is maintained. The 

adaptive pattern-based solution provides 66% parallel efficiency in case of 32 nodes. The study 

[47] uses hybrid programming and shows 68% parallel efficiency. The experiment uses 

combination of MPI and Open MP simulating 5000,000-10,000,000 atoms. The recent study 

[48] on uses hybrid CPU–GPU architectures uses MPI-CUDA claims better parallel efficiency 

close to 80% than all previous approaches. 

 

     The proposed approach can deliver performance like SPMD in shared memory in case of a 

smaller number of cores. Adaptive pattern-based MD Simulation performs like Master Worker 

in case of large number of cores. The Pattern based code also provides separation of concerns 

and flexibility to switchover the code to various architectures. The capability of adding more 

features like fault tolerance, reducing halo can be achieved by accommodating relevant patterns. 

The proposed approach provides better parallel efficiency than [45], [46] while for large number 

of nodes [46] and [48] obtained better speedup and efficiency. The performance of Adaptive 

pattern-based approach still requires test on hybrid CPU–GPU architectures. The pattern-based 

approach provides facility to accommodate different patterns which are not exhibited in [45], 

[46], [47], [48]. 

 

 
Figure 6: comparison of execution time in second with different approaches 
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Figure 7: comparison of execution time in second with different approaches 

 

7. Conclusion 

     MD simulation is useful for a wide range of applications. It requires high end computing 

facility. The MD simulation solution will be more flexible if it adapts different architectures. 

This study demonstrates Pure MPI code performs better in large number of processors and when 

problem size is large. Pure Open MP code is better if we have number of threads matches with 

the number of cores in processor. The handmade parallelized program serves as benchmark 

(LAMMPS) for comparison. The pattern-based design compared with the handmade 

parallelisation of OpenMP, MPI and Hybrid approach (MPI-Open MP) on various parameters 

execution time, latency, and flexibility to switchover code. Pattern based program is slightly 

slower than pure hybrid code due to increase Line of Code (LOC). The parallel efficiency 

obtained in this study is better in case of small number of processing elements (less than 32 

cores) while competitive in case of large number of processing elements (more than 32 cores). 

 

     In this study, the efficiency of algorithm has not considered, as the objective is to show that 

design is adaptive to various architectures, and it can be flexible to add capabilities required in 

certain situations. The adaptive pattern-based approach shows better parallel efficiency in small 

number of processing elements.  Hybrid programming with multilevel master worker 

architecture is applied cluster of nodes.  The multilevel Master-Submaster-Worker pattern get 

inherent benefit of fault tolerance with dynamic load balancing facility. 

 

     The Adaptive Pattern proposed is suitable to problems which can map with Task Parallelism. 

The task specification is handled by programmer and incorrect task specification degrades 

performance. The experiment has only used Param Yuva –II architecture and still it need to 

apply on different architectures like Hybrid CPU -GPU and large number of parallel patterns. 

The work done motivates for development of framework which completely frees programmer 

from understanding the details of hardware, programming language constructs for 

parallelization. 

 

8. Limitation and Future Work 

     The study has attempted to formulate pattern which is able to adapt environment and 

accommodate other patterns in design.  The pattern is defined for considering problems mapped 
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with task parallelism. It may be extended or modified to support all kind of problems. The 

CUDA and GPU architectures need to experiment in context of parallel design patterns. 

The pattern specified will be reusable if we transform them into components. The 

componentizable patterns are defined for common design patterns. Such components help in 

rapid application development and better quality. 

     The pattern in parallel programming still needs to experiment in different situation to provide 

pattern base from which best pattern for situation. If such concrete pattern base will be available 

in future. It will be utilized to develop a framework provide adaptive design for parallel 

software. The entirely new parallel programming framework is possible that makes use of 

parallel programming best practises. The formulation of such framework will be very much 

useful for parallel software designers. It will be also useful for parallel programmer for porting 

their application to various architectures. 
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