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Abstract

This paper presents a hierarchical two-stage outdoor scene classification method
using multi-classes of Support Vector Machine (SVM). In this proposed method, the
gist feature of all the images in the database is extracted first to obtain the feature
vectors. The image of database is classified into eight outdoor scenes classes, four
manmade scenes and four natural scenes. Second, a hierarchical classification is
applied, where the first stage classifies all manmade scene classes against all natural
scene classes, while the second stage of a hierarchical classification classifies the
outputs of first stage into either one of the four manmade scene classes or natural
scene classes. Binary SVM and multi-classes SVMs are employed in the first and
second stage of a hierarchical classification respectively. The proposed method is
designed also to compare and find the most suitable multi-classes SVMs approach
and the kernel function for classification task, where their performances are
analyzed based on experimental results. The multi-classes SVMs used in this paper
are One-versus-All (OvA) and One-versus-One (OvO), while the kernel functions
used are linear kernel, Radius Basis Function (RBF) kernel and Polynomial kernel.
Experimental results indicate that OvO classifier provides better performance than
OVA classifier. The results, also show that the Polynomial kernel function is
superior to others kernel function.
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1. Introduction

Digital images are the most important media in our daily life. With the advancement of modern
telecommunication and multimedia technologies, a huge amount of digital images are traveled over
shared networks and stored in various fields such as personal image collections, digital arts, medical
imaging, aerial and satellites image.

The question that arises is how are images searched, accessed and stored in an efficient manner?
One way to provide this effectiveness is to group images in one of predefined categories, this process
is called image classification. The aim of image classification is to separate images using their visual
content which is fully automatically extracted such as color, texture and shapes into two or more
separate categories [1].

There are a lot of applications that can benefit from the image classification. Searching for images
in a huge database, or in the internet is the most direct application of image classification. Personal
photo organization is also one of the important applications of image classification, it provides the best
dealing with a large library of photo memories according to visual topics. As well as other application
such as image retrieval, medical applications, surveillance system and satellite imagery [2].

Although scenes classification is not a very difficult task for humans, but it difficult problem for
computer programs due to their illumination variability, variations in scale ,ambiguity, and the gap
between low level features extracted from image content and user perceptions of these features in the
real world [3]. For example, the same mountain has different appearances depending on season of the
year. It is snow covered in the winter, it has brown color in autumn and it is covered with green grass
in the spring as shown in Figure - 1. A person can recognize the mountain in all these situations
automatically, but recognizing these situations by computer still a challenge in computer vision.

Three forest scenes with a different illumination

Figure 1- Scene classification with different conditions.

The prime factors of image classification include determination of suitable classifiers, and feature
vectors. Several advanced classifiers such as Neural Networks, k Nearest Neighbor, SVM, Decision
Tree Technique and Random Forest have been widely applied to image classification. Among the all
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classifiers SVM produced the highest performance and has a powerful learning ability [4, 5]. The
vector of feature must be extracted carefully from an image to reduce huge and rich content of image
and maintain the representation of the entire image. For example, the shape may be a good feature to
distinguish between boats and cars but it is not good to distinguish between coast and forest [6].

Basic scene classification approaches based on low level features can be distinguished in the
literature are: global and local representations. In global representations the feature vector is computed
over the whole image that will be the input of classifier to give the final class of image. The local
representations divide the image into several blocks, and then features vectors are extracted from each
of these blocks; each feature vector is classified independently to obtain a class for each one. All
categories of blocks are combined to obtain final image class. An example of a global and local
representation is illustrated in the Figure - 2.

Input Image Feature
Image
_— ———>»| Mountai
1 ’ ‘
A0 i
Global Representation
Input Image Feature Local
- . Classification
) Mountair] Image
‘-'1 d Mountair] Clacc
Moy o —>»| Mountai
” Mountai
i ! opencountfy
|38 & WV Y ] [ 152 e -

Local Representation

Figure 2- Global and local representation.

For example in [7] the neural network is used to perform dimensional reduction for multi visual
features vectors including shape, texture, color layout, and color. It produces feature vector with low
dimensional which is useful for effective classification. Three classifiers are employed K Nearest
Neighbors (KNN), Gaussian Mixture Models (GMM) and SVM. The results indicate that the approach
has robustness against visual distortions and noise. In [8] the Artificial Neural Network (ANN) and
SVM are used to classify roman numerals image where the image is encoded as a shape matrix. The
researchers in [9] divided each image into 36 blocks and then extracted 23 features from each block,
which produce vector dimensions of 36 x 23 per image. The extracted features are edge directed
histograms, entropy of wavelet coefficients and colour histogram. SVM is used as classifier with three
kernels includes: linear, gaussian and polynomial kernel. The results show good performance and
gaussian kernel outperform other kernels types.

The researchers in [10] used local representation where wavelet texture features and color features
are extracted from sub blocks of image and classified separately using SVM as initial indoor outdoor
prediction of different regions of the scene. The scene classes are then integrated by a Bayesian
network designed to improved indoor-outdoor scene classification. In [11] images are segmented into
regions to be matched. Edge direction histograms, colour histograms, colour moments and texture
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features are extracted of each region. The similarity between two images is then calculated as the cost
of a pairwise matching of regions according to their related features. The method improves the
performance of outdoor scenes classification. A new method are proposed in [12] where the color and
texture feature are extracted from the block of region of interest (the middle area of image), and then
each block is labeled by its relative semantic concept by using SVM classifier. Finally, the scene
classifier gathers these semantic concepts to decide the final class of image. In order to improve
performance of classification, local and global features are used together as proposed in [13].

Researchers in computer vision field are suggested the bag of words (BOW) technique recently to
encode the contents of the image and then use it in the classification task. The first step in the BOW
framework is image representation that includes features extraction and codebook construction. While,
the second step is the image classification to specify the category to which the input image belongs to
[14, 15].

The objective of this paper is to design a method to classify scene images using multi-classes SVM
with low computation cost and preserving the efficiency and performance, as well as to analyze the
effect of different multiclass SVMs approach and kernel functions on classification performance and
accuracy. The remainder of this paper is structured as follows: In the next section description of gist
features is presented. In section 3 SVM technique is discussed. Section 4 multi-classes SVM
approaches are presented. The proposed scene classification method is explained in section 5. Section
6 discusses the experimental results obtained. Lastly, the conclusions are contained in section 7.

2. Gist Feature

The global gist descriptor is a low dimensional representation of the scene, which does not require
any form of segmentation. A bank of Gabor filters is used in the frequency domain and tuned to
different orientations and scales. The image is divided into a 4x4 grid where orientation histograms are
calculated. The gist features produce a vector of dimension 512. The gist representation includes all
levels of visual information ranging from low level features (contours, color and spatial frequencies)
to intermediate features (texture, shapes) and high level features (objects, activation of semantic
knowledge). Thus, gist can be represented as Perceptual gist (structural representation of a scene) and
Conceptual gist (semantic information that is deduced while viewing a scene) [16]. The gist descriptor
is scale invariable feature and shows good results for scene recognition and searching.

3. Support Vector machine (SVM)

The SVM is supervised classification technique that can be used as a binary classifier based on a
linear discriminant function. SVM separates the data of two classes with a hyperplane. Let the labeled
training examples are (X;,yi), where i=1,2,....n, xi€ Ry is the i-th input vector, d is the dimensionality
of the input vectors and y;e{+1,-1} is the i-th output classes.

The basic idea of SVM is to find an optimal separating hyperplane that separates the training
vectors. So, input vector lying on one side of the hyperplane are labeled as y=-1, and input vectors
lying on the other side are labeled as y=+1. The training examples that locate closest to the hyperplane
are called support vectors, and the distance that exists between the two support vectors is called
margin [17] as shown in Figure - 3. If the set can be separated linearly, the SVM classifier defines the
optimal separating hyperplane as a function:

f(x) = sign(wtx + b) (1)

Where w is weight vector, b is the bias, w'x is inner product defined as w'x = ¥; w;x;, and the
sign of f(x) gives the label of the sample vector x.

The goal of the SVM is to maximize the margin between the optimal hyperplane and the support
vector where the margin is given by: 2/||w||, where ||w|| is normal distance to the hyperplane. So
instead of maximizing 2/||w|| it can equivalently minimize ||w|//2 and to do this Lagrange multiplier is
employed to solve the problem [17, 18]:

w = Y1 VitiX; (2)
f(x) = sign(Xi-, y; aixix + b) 3
Where «;,i=1,2,.....,r is Lagrange multipliers.
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Figure 3- SVM linear classification.

The solution to this optimization problem can be easily obtained when the data are linearly
separable. When the data is nonlinearly separable in the original space, classical SVMs fail to find an
optimal linear classifier for separating classes. One solution is to transform the problem to a higher
dimensional feature space, which can be separated linearly through a nonlinear transformation known
as kernel function [19]. First the original inputs X is mapped into a high dimensional feature space F
through a mapping function ¢, then the optimal separating hyperplane can be defined in space F as
follows:

f(x) = sign(Ti-, yi a; p(x;) 9(x) + b) 4)
Since a dot product is the only operation among the mapped examples, the kernel function is
employed to avoid explicitly implement of the mapping function ¢ by:

K(x,x) = o(x). (%) (5)
The most popular kernel functions are the linear kernel, the Radius Basis Function (RBF) kernel and
the polynomial kernel [19, 20] as defined in the following equationes:

Linear kernel:
K(x;, %) = x{ % (6)
RBF kernel:

K(x;,x;) = exp (—y”xi — xj||2) , ¥y >0 (7)
Polynomial kernel:

K(xl-,xj) = (yxl-ij + r)d ,y>0 (8

Although different SVM performance can be obtained by using different kernel functions, selecting
the proper kernel function type for a specific problem will be difficult and important.
4. Multiclass SVM

Basically SVM separates only two classes with a maximum margin. The problems of real world
need the recognition for more than two classes. In practice, the multi classes classification problems
are partitioned into a predefined set of binary problems so that the binary SVM can be applied directly.
The popular approach that solve the n-class classification problem by using n binary SVMs are One-
versus-All (OvA) SVM, One-versus-One (OvO) SVM [21].
4.10ne-versus-All (OvA) approach

OvVA train one binary SVM for each class to recognize it from all the other classes. Hence
classification k classes use separate k binary SVMs. The data of kth class is used as positive examples
and the data of remaining k-1 classes is used as negative examples when training the kth binary SVM.
One of the main problems of the OVA approach is the unbalanced training set [21, 22].
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4.2 One-versus-One (OvO) approach

The other approach is OvO that trains k(k-1)/2 binary SVMs, each binary SVM recognizes between
two of the k classes. A test example is examined by each classifier and one vote is given to the
winning class. A test example is categorized to the class with the greatest number of votes. The
classifiers size that is created by the OvO approach is much greater than that of the OvA approach.
Moreover, compared with the OvA approach, the OvO approach is more symmetrical [21, 22].
5. Proposed Classification Method

A two stage hierarchical classification method is proposed to classify eight categories of outdoor
scenes images (four manmade scenes and four natural scenes). Figure - 4 illustrates the general
structure of the proposed method. It is composed of two parts: feature vectors generation and
hierarchical classification.

Training image Testing image

Preprocessing Preprocessing

!

Feature Extraction

\ 4

Feature Extraction Coast

Forest

Natural Scene Multiple SVM

Training Phase

Training

\4

Opencountry

» Binry SVM

Highway

Multiple SVM

Scene

Street
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Labeled Features
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|
|
I
1
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|
I
1
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Figure 4 - Structure of proposed classification method.

5.1 Feature Vectors Generation

Firstly, all images are processed by resizing them to 256x256 and converting them to the YChCr
color space, where Y represents luminance and Cb, Cr represents color information (chrominance).
After that, gist descriptor is computed for all images to obtain descriptor feature vectors. The gist
features are computed by convoluting the Gabor filter with an image at different scales and
orientations (intensity, colour and orientation channels). Gist is scale invariable feature because gist
descriptor gives the scene of the image (it does not represent the details of an image), so changing the
image size will not alter the gist features. The result of applying YCbCr color space and the gist
features descriptor for a selected image are shown in Figure - 5.
5.2 Hierarchical Classification

A hierarchical classification is applied, where the first stage classifies all manmade scene classes
versus all natural scene class by using binary SVM. In the second stage of a hierarchical classification
multi-classes SVMs are employed to classify the outputs of first stage into either one of the four
manmade scene classes or natural scene classes. The four manmade scene classes are highway,
insidecity, street and tallbuilding while the natural scene classes include coast, forest, mountain,
opencounty. OvA and OvO SVM are used in second stage of hierarchical classification and their
performance is compared according to a different type of kernel functions. The types of kernel
function used are Liner, RBF and Polynomial.
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Original image YCDbCr color space Gist descriptor

Figure 5 - YCbCr color space and gist descriptor applied for a selected image.

6.Experimental Results

The measure used to assess the proposed method performance is confusion matrix. The confusion
matrix is used to analyze, visualize and measure the performance of most scene classification methods.
The rows represent the actual classes, whereas the columns represent the predicted classes (classes in
the classification result). The elements in the diagonal of matrix correspond to the number of images
correctly classified for each class. In the confusion matrix, the class accuracy is measured as a fraction
of correctly categorized images with reference to all images of that class. Total rating accuracy is
calculated by average diagonal values of the confusion matrix. High score refers to high classification
accuracy.

A database of 1440 outdoor scene images is employed for training and testing the SVMs classifiers.
The dataset is randomly divided into training set of 1040 images and testing set of 400 images. So for
each class there are 130 training images and 50 testing images. Figure - 6 shows samples of database
images for each class.

Coast
Natural scene

Highway Insidecity Street , fallbuilding
Manmade scene
Figure 6- Some images of database.
The results of the experiments are presented in Table-1 to 6 as confusion matrixes. Each one of the
confusion matrix details the classification accuracy of proposed method using OvO SVM and OVvA

SVM with three kernel function (linear, RBF and polynomial). It is clear from the Table - 1 to 6 that
the effect of proposed method is good and it is able to correctly classify scene images.
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Figure - 7 summarizes the overall accuracy of the proposed method in a graphical representation. It
is evident that proposed method using OvO has achieved average accuracy higher than the proposed
method using OVA.

Table 1-The result of proposed method using OvO with linear kernel function
Multi-classes SVM: One-versus-One / Kernel function: Linear kernel

Classes name Natural scene- - -Ma-nmade scene _
Coast Forest Mountain | Opencountry | Highway | Insidecity Street Tallbuilding
Coast 0.90 0 0 0.1 0 0 0 0
Forest 0 0.90 0.08 0.02 0 0 0 0
Mountain 0 0.06 0.76 0.16 0 0.02 0 0
Opencountry 0.16 0.02 0.08 0.70 0.04 0 0 0
Highway 0.08 0 0 0 0.86 0.04 0.02 0
Insidecity 0 0.02 0 0 0.06 0.72 0.14 0.06
Street 0 0 0 0 0 0 0.98 0.02
Tallbuilding 0 0.02 0 0 0 0.12 0 0.86
iy 0835

Table 2-The result of proposed method using OvO with RBF kernel function
Multi-classes SVM: One-versus-One / Kernel function: RBF kernel

Natural scene Manmade scene
Classes name - - . o
Coast Forest Mountain | Opencountry | Highway | Insidecity Street | Tallbuilding
Coast 0.86 0 0 0.14 0 0 0 0
Forest 0 0.96 0.04 0 0 0 0 0
Mountain 0 0.04 0.82 0.12 0 0.02 0 0
Opencountry 0.12 0.08 0.16 0.60 0.02 0.02 0 0
Highway 0 0 0 0.08 0.82 0.02 0.06 0.02
Insidecity 0 0 0 0.02 0.02 0.70 0.16 0.1
Street 0 0 0 0 0.02 0 0.96 0.02
Tallbuilding 0 0 0.02 0 0 0 0 0.98
e

Table 3-The result of proposed method using OvO with polynomial kernel function
Multi-classes SVM: One-versus-One/ Kernel function: Polynomial kernel

Classes name Natural scene- - -Ma-nmade scene _
Coast Forest Mountain | Opencountry | Highway | Insidecity Street Tallbuilding
Coast 0.86 0 0 0.14 0 0 0 0
Forest 0 0.94 0.02 0.04 0 0 0 0
Mountain 0.02 0.02 0.80 0.14 0 0.02 0 0
Opencountry 0.12 0.04 0.08 0.72 0 0 0.04 0
Highway 0.08 0 0 0 0.88 0 0.02 0.02
Insidecity 0 0 0 0.02 0.02 0.74 0.14 0.08
Street 0 0 0 0 0.02 0 0.96 0.02
Tallbuilding 0 0 0.02 0 0 0.06 0 0.92
et 0862
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Table 4-The result of proposed method using OvA with linear kernel function

Multi-classes SVM: One-versus-All / Kernel function: Linear kernel

Classes name Natural scene- - -Ma-nmade scene _
Coast Forest Mountain | Opencountry | Highway | Insidecity Street Tallbuilding
Coast 0.92 0 0.02 0.06 0 0 0 0
Forest 0 0.86 0.04 0.1 0 0 0 0
Mountain 0.06 0.04 0.76 0.12 0 0.02 0 0
Opencountry 0.26 0.08 0.22 0.40 0.04 0 0 0
Highway 0.08 0 0 0 0.84 0.04 0.04 0
Insidecity 0 0.02 0 0 0.1 0.72 0.1 0.06
Street 0 0 0 0 0.02 0 0.98 0
Tallbuilding 0 0.02 0 0 0 0.12 0 0.86
e

Table 5-The result of proposed method using OvA with RBF kernel function

Multi-classes SVM: One-versus-All / Kernel function: RBF kernel
Natural scene Manmade scene
Classes name
Coast Forest Mountain Open;ountr Highway | Insidecity | Street | Tallbuilding
Coast 0.90 0 0 0.1 0 0 0 0
Forest 0 0.98 0 0.02 0 0 0 0
Mountain 0 0.02 0.84 0.12 0 0.02 0 0
Opencountry 0.16 0.06 0.14 0.60 0.02 0.02 0 0
Highway 0 0 0 0.08 0.86 0.02 0.04 0
Insidecity 0 0 0 0.02 0.04 0.74 0.14 0.06
Street 0 0 0 0 0.02 0 0.96 0.02
Tallbuilding 0 0 0.02 0 0 0.02 0 0.96
Overall
Accuracy Ui

Table 6-The result of proposed method using OvA with polynomial kernel function

Multi-classes SVM: One-versus-All / Kernel function: Polynomial kernel

Natural scene Manmade scene
Classes name - - . _—
Coast Forest Mountain | Opencountry | Highway | Insidecity Street Tallbuilding
Coast 0.90 0 0 0.08 0 0 0 0
Forest 0 0.96 0.02 0.02 0 0 0 0
Mountain 0 0.02 0.82 0.14 0 0.02 0 0
Opencountry 0.18 0.04 0.16 0.58 0 0 0.04 0
Highway 0.08 0 0 0 0.86 0.02 0.04 0
Insidecity 0 0 0 0.02 0.04 0.74 0.14 0.06
Street 0 0 0 0 0.02 0 0.98 0
Tallbuilding 0 0 0.02 0 0 0.06 0 0.92
ey 0845
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Figure 7- Accuracy of proposed method.

Different kernel functions vary the classification accuracy. One can observe the performance of the
RBF kernel is more accurate than polynomial kernel when the proposed method using OvA. On the
contrary, when the proposed method using OvO, polynomial kernel is achieved the highest accuracy.
In both case the linear kernel is given the lowest performance. In general, the use of polynomial kernel
has the highest performance comparative to other kernels whereas the use of linear kernel has the
worst performance when considering the average rate of accuracy, where the average values of
accuracy are 0.84875, 0.84625, 0.81375 for using polynomial, RBF, linear kernel respectively.

A high degree of ambiguity in various categories of scene images can greatly confuse image
content and cause an error or misclassification. For example, the insidecity and the street classes are
considered as two different scenes. However most of the insidecity images contain a street which will

easily lead to classification errors as shown in Figure - 8.
sl ._'.\. 3 3

o H]
[ |

Figure 8- Example of error classification.

The result of the proposed hierarchy classification method is compared to the result of applying the
multi-classes SVM directly on the all classes. Table - 7 and 8 shows the confusion matrix of OvO and
OVA respectively.
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Table 7-The result of applying OvO

Multi-classes SVM: One-versus-One
Classes name Natural scene- - -Ma-nmade scene _
Coast Forest Mountain | Opencountry | Highway | Insidecity Street Tallbuilding
Coast 0.82 0 0 0.14 0.02 0 0 0.02
Forest 0 0.90 0.06 0.04 0 0 0 0
Mountain 0 0.02 0.82 0.14 0 0 0.02 0
Opencountry 0.08 0.04 0.08 0.68 0.08 0 0.04 0
Highway 0.08 0 0 0.06 0.82 0.02 0.02 0
Insidecity 0.02 0 0 0 0 0.74 0.16 0.08
Street 0 0 0 0 0.02 0 0.98 0
Tallbuilding 0 0.02 0 0 0 0.06 0 0.92
e
Table 8-The result of applying OvA
Multi-classes SVM: One-versus-All
Classes name Natural scene. . .Ma.nmade scene _
Coast Forest Mountain | Opencountry | Highway | Insidecity Street | Tallbuilding
Coast 0.82 0 0 0.14 0.04 0 0 0
Forest 0 0.94 0.02 0.02 0 0.02 0 0
Mountain 0 0.02 0.84 0.12 0 0 0.02 0
Opencountry 0.18 0.04 0.16 0.5 0.06 0 0.06 0
Highway 0.06 0 0 0.04 0.84 0.02 0.04 0
Insidecity 0 0 0.02 0 0.06 0.74 0.1 0.08
Street 0 0 0 0 0.02 0 0.98 0
Tallbuilding 0 0.02 0 0.02 0 0.04 0 0.92
=

The comparison is made as shown in Figure-9 and it can be concluded from the accuracy rate that
applying the multi-classes SVM directly has the lowest accuracy compared to the proposed method,
which agrees with the expected results.

0.855 -
0.85 -
0.845 A
) 0.84 -
3]
@ 0.835 -
2 = OvOo
s 0.83 -
3
§ 0825 = ova
0.82 -
0.815 A
0.81 -
0.805 -
Direct Classification Proposed Method

Figure 9- Accuracy comparison.
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Computational complexity is an important aspect for efficient classification techniques. It is
noticeable that the proposed method reduces the number of binary SVM that will be used in case of
applying OvO directly. In OvO approach, the number of binary SVM required is k (k-1)/2 which mean
28 binary SVM in case of eight classes. While the total number of binary SVM classifier used in the
proposed method when using OvO is only 13 (one binary SVM in first stage and 4(4-1)/2 for each
multiple SVM in second stage). The proposed method also reduces the computation cost of the feature
extractors because it uses only the gist features and it can still predict the outdoor scene categorization
with satisfactory performance.

7. Conclusions

This paper presents an outdoor scene classification method using multi-classes SVM. The gist
descriptor is employed in proposed method as generator of feature vectors and then two stages of
hierarchical classification is applied. The first stag classifies manmade scene versus natural scene
using binary SVM while, the second stage classifies the outputs of first stage into either one of the
four manmade scene classes or natural scene classes using multi-classes SVM. The results indicate
that the proposed method can achieve good level of performance for outdoor scene images
classification and reduce the computational cost.

The performance of the OvO and OVA as an example of multi-classes of SVM is tested based on
the accuracy rate of classification according to different kernel functions. Based on the results of the
comparison performed, it is observed that the best average accuracy rate is obtained when using OvO
in this method. The results also show that the best performance is achieved with polynomial kernel
while the worst performance is achieved with linear kernel when considering the average accuracy rate.
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