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Abstract  

    With the freedom offered by the Deep Web, people have the opportunity to 

express themselves freely and discretely, and sadly, this is one of the reasons why 

people carry out illicit activities there. In this work, a novel dataset for Dark Web 

active domains known as crawler-DB is presented. To build the crawler-DB, the 

Onion Routing Network (Tor) was sampled, and then a web crawler capable of 

crawling into links was built. The link addresses that are gathered by the crawler are 

then classified automatically into five classes. The algorithm built in this study 

demonstrated good performance as it achieved an accuracy of 85%. A popular text 

representation method was used with the proposed crawler-DB crossed by two 

different supervised classifiers to facilitate the categorization of the Tor concealed 

services. The results of the experiments conducted in this study show that using the 

Term Frequency-Inverse Document Frequency (TF-IDF) word representation with a 

linear support vector classifier achieves 91% of 5 folds cross-validation accuracy 

when classifying a subset of illegal activities from crawler-DB, while the accuracy 

of Naïve Bayes was 80.6%. The good performance of the linear SVC might support 

potential tools to help the authorities in the detection of these activities. Moreover, 

outcomes are expected to be significant in both practical and theoretical aspects, and 

they may pave the way for further research. 
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 خسذكل عشهان إلى  بترشيفلذبكة تهر وصسسشا زاحف ويب لمدحف إلى الخوابط التي تجسعها، وقسشا تمقائيًا 
 مجسهعة البيانات. ىلهضع العلامات التمقائية بجلًا وضع العلامات اليجوية عم فئات ، من خلال بشاء خهارزمية

أسمهبًا معخوفًا  استعسمشا .قاعجة بيانات الداحف باستعسال٪. 58 ترل الى دقة الخهارزمية السقتخحة حققت
 لتسثيل الشص عبخ مرشفين مختمفين تحت الإشخاف لترشيف خجمات تهر السخفية. وججنا أن تسثيل كمسات

أضعاف دقة التحقق من الرحة  8٪ من 91مع مرشف ناقل الجعم الخطي يحقق  TF-IDF تقشية باستعسال
, بيشسا حثثت خهارزمية مجسهعة فخعية من الأنذطة غيخ القانهنية من قاعجة بيانات الداحفعشج ترشيف 

Naïve Bayes  قج يجعم الأداء الجيج لمسرشف الأدوات السحتسمة لسداعجة الدمطات %8..5دقة ترل الى .
انب العسمية في اكتذاف هحه الأنذطة. علاوة عمى ذلك ، من الستهقع أن تكهن الشتائج مهسة لكل من الجه 

  والشظخية وقج تسهج الطخيق لسديج من البحث.
1. Introduction 

      The Dark Web, which is also referred to as the “Darknet”, refers to the content found on 

the internet, such as forums and webpages. These contents are normally encrypted in such a 

way that the accurate location of the servers hosting them cannot be traced [1]. It is also 

impossible for the content of the Dark Web to be indexed by traditional search engines like 

Yahoo, Google, and Bing, etc. [2].  

It was in the early 2000s that the term “Dark Web” emerged, and since then, its use has been 

employed within academic and media contexts [3]. However, its popularity increased as a 

drugs‟ market known as “Silk Road” emerged in the year 2011; this market only operated for 

three years before shutting down in the year 2013 [4]. 

 The Dark Web grants anonymity to the user, the website, and the servers. In other words, on 

the Dark Web, the user‟s identity, the owner of the website, and the location of the server 

remain anonymous. Presently, there are a number of open-source browsers like I2P, Freenet, 

Tor, etc. that can be used to freely access the content of the Dark Web [5][6]. As of January 

2019, the Tor Metrics Project revealed that there were over 120K registered onion addresses 

in existence [5], and that number increased to 200K in May 2020, with an average of 2 

million users using Tor daily [7]. 

The TOR network emerged in the 1990s when it was developed by the United States Naval 

Research Laboratory for the purpose of transmitting encrypted military data anonymously. 

Subsequently, in the year 2004, the original „The Onion Routing Project‟ was made freely 

available to the public under a free and open-source license known as the “Tor Project” [8]. 

Every computer has a specific address called “Internet Protocol” (IP), which is provided by a 

local Internet Service Provider (ISP), and there is a link between the IP address and the 

domain name. The routing of both domain names and IP addresses is done via the ISP‟s 

servers. One of the ways through which the location of a user can be identified is by tracing 

the IP address of the user‟s device, but TOR makes use of onion routers that bounce a 

connection via a wide network of relays globally [9]. This way, users as well as the webpage 

they are accessing remain anonymous. Presently, the majority of illegal activities like buying 

and selling of confidential records and data, weapons, and drugs are getting stronger within 

the Tor network due to the level of anonymity it offers [3]. We talked more about the dark 

web, its characteristics, and the mechanism for accessing it in our previous study (Crawling 

and Mining the Dark Web: A Survey on Existing and New Approaches). 

Given the significance of the contents submerged in the Dark Web and the abuse of this 

content, this work is focused on designing and developing a system that has the capability of 

crawling into the Dark Web and classifying illegal activities carried out on the Dark Web. The 

dataset used in this work was built using a web crawler containing five categories of illicit 

activities monitored on the Dark Web at the time of sampling. This work is aimed at creating 

a system that is capable of precisely categorizing the Dark Web by means of the textual 

content of the Hidden Service (HS). The fixed methodology that is proposed may 
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significantly contribute to tools used by concerned authorities monitoring the abuse of the 

Dark Web. 

The rest of the paper is organized as follows: 

Section 2 presents a review of related works. In Section 3, the proposed technique for 

crawling and classification is introduced alongside the characteristics of the dataset. Section 4 

provides a description of how the proposed technique is implemented and the technical 

information of the experiment carried out in the work. Section 5 provides a discussion of the 

results obtained from the experiments. Lastly, Section 6 presents the conclusion drawn from 

the study and highlights suggested future work. 

 

2. Related Work 

Introduced by Graczyk et al. [10], Agora is a popular Darknet black market. The technique 

introduced by these authors is capable of classifying the goods into 12 groups with an 

accuracy rate of 79%. Attributes are extracted using TF-IDF while features are collected using 

principal component analysis (PCA), and then classification of features within their pipeline 

architecture is performed through the use of SVM. 

Baravalle et al. [3] focused their research on the Dark Web e-markets, with a particular 

emphasis on Agora, an electronic market where fake identities and drugs can be purchased 

and sold. Before the data was collected, they developed a spider with a few lines of code to 

simulate human authentication on the market. The crawler performs the simulation of the 

verification technique for user login with the aim of accessing the market. The application 

used for collection has been built on a classic LAMP (Linux, Apache, MySQL, PHP) stack 

for data collection and a variety of languages for data analysis. The miner was developed 

using command line PHP (and the cURL library) and an object-oriented approach, using 

MySQL as a backend. The analysis of the data has been carried out with several tools, 

including Weka and ad hoc Java and Python scripts. 

Rahayuda and Santiari [11] crawled the TOR Dark Web, focusing on nine types of domains 

and defining the services or information hosted by the various domains. Their findings 

demonstrate how specific types of domains intentionally detach themselves from other TORs. 

In their work, they made use of fuzzy K-Nearest Neighbor for classification. The results 

obtained through the crawling system were saved in the database and classified through the 

use of the fuzzy-KNN method. As a result of this, data was produced by the crawling 

framework in the form of page information and URL addresses. Lastly, a comparison between 

the crawling and sample data processes was made by the authors. 

Al Nabki et al. [12] in their recent study employed the use of LR, NB, and SVM with two 

types of text representation models: the TF-IDF and Bag of Words (BoW). The authors 

created a dataset known as DUTA for their experiments. The total number of samples 

contained in their dataset at the time it was used was 7K, and the categorization and labeling 

of the whole samples were done manually. Furthermore, the dataset was divided into 26 

categories, including other categories of illicit activities such as child pornography and drug 

trafficking. The researchers reported that the combination of TFIDF text representation and 

Logistic Regression classifier made the proposed system achieve a macro F1 score of 93% 

and a precision rate of 96.6% over 10 folds of cross-validation. 

In the work done by Siyu He et al. [5], a method of classification was introduced; the training 

data used for the model is the „Federal Code of the United States of America‟. Their 

experimental results revealed that combining the Naïve Bayes Classifier and TF-DIF feature 

extraction yielded a 93 percent accuracy rate.  

In their work, Khare et al. [13] introduced a smart crawler that can assist experts in searching 

the Deep Web efficiently. The proposed crawler begins the process of crawling from the 

center page of the seed URL, moving towards the last link. This crawler makes it possible to 
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sort active links and inactive links so that they can be separated based on the request to the 

webserver of sites. Furthermore, the crawler that they presented in their work is equipped with 

a text-based site classifier. They used two techniques to classify the deep web content: by 

using a neural network with supervised machine learning techniques, we achieved the best 

95.46% of accuracy in classifying sites, while the machine learning algorithm Logistic 

Regression with TF-IDF has an accuracy F1-score of 94%. 

3. Methodology 

In this work, the method proposed to facilitate the effective detection and classification of 

illicit Dark Web activities is introduced, and its framework can be seen in Figure 1. The 

development of the model is done in two stages; the first stage involves the creation of a 

dataset, and the second stage involves the application of the classification method. The main 

contribution of this work lies in the first and second stages, which are the application of the 

proposed method. In this regard, the contribution focused on creating a new dataset through 

designing a crawler system and introducing a proposed algorithm to label the dataset 

automatically and improving the technical information and enhancing the parameter 

adjustments to the basic model of classification so that better results can be achieved when the 

model is used; through using different types of algorithms that perform the tasks involved in 

data preprocessing, such as data cleaning, tokenization of words, stop word removal, and 

conversion of HTML pages to text documents. In this study, a range of machine learning 

classifiers and weighting methods were combined, and afterward, an evaluation of the results 

was carried out. 

 
Figure 1 -Dark Web Crawling and Classification System framework 
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4. Experimental Setup 

The setup for the experiment is described in this section. The experiment was carried out to 

evaluate the performance of the newly proposed crawling and classification technique in an 

experimental setting. More so, the section contains the exact technical details that were 

enhanced in the standard model. Furthermore, the performance of the model was improved so 

as to get optimal performance from the model by comparing the combination of a wide range 

of weighting techniques and machine learning classifiers. This was aimed at adjusting to the 

most appropriate parameters. 

4.1. The Dataset 

The dataset used in this study was created by the manual collection of many Dark Web links 

from numerous websites, out of which „ahmia‟ is the most popular. These links are crawled 

through by the proposed links, automatically collecting all other links related to them. With 

the proposed system, the contents of tens of thousands of Dark Web market sites can be 

collected. The system achieves this by moving every hyperlink that leads to other new sites. 

Afterwards, they are processed, and then the process of data extraction is implemented, 

followed by the storage of a database for further analysis. Over 2,300 active links as well as 

their contents were obtained. The Dark Web pages which were crawled by the crawler were 

saved using MongoDB.  

The dark crawler has the ability to concurrently access Tor and the public internet. It also has 

the ability to carry out an automatic search of websites in the Tor network according to pre-

defined links, and after the websites are found, they are saved in a database. The Tor network 

was infiltrated using third-party local HTTP proxy software, which is referred to as SOCKS5. 

This software establishes the connection between the Tor network and the dark crawler 

without difficulty. Figure 2 shows the crawler data flow chart. 

 
Figure 2-Crawler Architecture 
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4.2. Classification Method 

Our classification implementation consists of four stages. This includes the preprocessing for 

crawled data, the proposed automatic labeling algorithm, the feature extraction, and machine 

learning classifiers. 

4.2.1. Text Preprocessing 

At this stage, the content of the Dark Web pages that have been retrieved by the Dark Crawler 

is subjected to preprocessing, because upon retrieval, they are not in the desired format. 

Therefore, subjecting the web pages to preprocessing is very critical to ensure that the 

contents are free of inappropriate details and noise.  

In this work, a variety of preprocessing techniques were employed, including tag removal, 

removal of punctuation, elimination of numbers, tokenization, and elimination of stop words 

through the use of many libraries in the Python language. 

4.2.2. Automatic labeling algorithm 

According to researchers, one of the main challenges facing the classification of dark web 

content is manual labeling of the dataset, which in turn requires significant time and effort. In 

this research, an algorithm has been built and named the “automatic labeling algorithm,” 

which is used in labeling the dataset automatically. Consequently, this algorithm in turn saves 

time and effort. To the best of our knowledge, it is considered an addition to scientific 

research. The automatic labeling algorithm has classified the dataset into five classes, 

including fake ID, drugs, hacking, and weapons. The four categories were selected on the 

basis of security concerns and additions to other classes. In particular, out of all the activities 

on the dark web, these classes are a direct threat to societal security, so they were focused. 

Figure 3 presents the counts of illicit Dark Web activities categories in the dataset after it has 

been automatically labeled. 

 
Figure 3- Number of pages of each class in the dataset 

 

4.2.3. Features Extraction 

Subsequent to the preprocessing and automatic labeling of the dataset, the vector space model 

was built using the widely used Term Frequency-Inverse Document Frequency model (TF-

IDF); the TF-IDF is a model that is commonly applied in data mining and retrieval of 

information. The sequence of words in the document is not considered in the TF-IDF 

approach, but it is important since it indicates how relevant each word is, making it easier to 

compute. The basic notion is that if a phrase or word appears more frequently (TF) in one 

document and seldom in other documents in the dataset, then it is believed that the category 
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differentiation capability of the phrase or word is good and can be used for the purpose of 

classification. 

4.2.4. Classifier Selection 

The proposed classification model was implemented using two machine learning classifiers, 

including Naïve Bayes (NB) and Support Vector Machine (SVM). Afterwards, the efficiency 

of the proposed method was compared in different pipelines. The results obtained from the 

experiments are presented in Section 5 of this paper. 

5. Results and Discussion 

The results obtained from the experiments performed in this study are presented and 

discussed in this section. 

5.1. Results of Features Extraction 

The reliability of the training set introduced in this study was determined by analyzing the 

results of illegal documents weighted based on terms of TF-IDF. This step yielded its results 

in the form of a list of the features alongside the weight of individual features. Table 1 shows 

the results of samples of relevant features for every class after the application of the feature 

extraction process to the dataset. From the table, it can be clearly observed that the trained 

features are representative and can be used as the basis for classification. 

 

Table 1-Sample the Features for Each Category 

No. Categories Important Keywords 

1 Drugs 'Drug', 'Heroin', 'Cocaine', 'LSD', 'Cannabis', 'Hush', 'Chemical', 'MDMA', 'Meth',..] 

2 Weapons 
['Weapon', 'CZ', 'Rifle', Smith, 'Ammunition', 'Gun', 'Manufacturer', 'Glock', 'Ammo', 

'Beretta',...] 

3 Hacking ['Hack', 'Attack', 'Malware', 'Raid', 'Spyware', 'Threat', 'Offense', 'Email', 'Spam',..] 

4 Fake ID 
['License', 'Card', 'Document', 'Fake', 'Passport', 'Identitycard', 'Residence', 'Money',  

'Counterfit',...] 

 

5.2. Result of evaluating the automatic labeling algorithm 

In order to ensure that the automatic labeling algorithm proposed in this work works 

accurately, the labeling of the dataset was done manually, and a comparison of the result of 

the class label with both of them was carried out by calculating the error rate between 

manually and automatically labeling the dataset by using the equations 1, 2 below. 

Error rate = number of error / total number of documents                                   (1) 

Accuracy = 1 – Error rate                                                             (2) 

Error rate = 343/2363 = 0.145 

Accuracy = 1 – 0.145 = 0.854                                                                                                                                 

Based on the experimental results of this study, the algorithm proposed in this paper achieved 

an accuracy rate of 85 percent. 

The dataset created in this work (crawler-BD) is made up of 2363 samples that were divided 

into five classes (the initial four classes and the others). The number of samples of Dark Web 

pages found in each class can be seen in Table 2 below. Upon the completion of the automatic 

labeling task, it was observed that the pages of the drug trade had the highest percent of all the 

Dark Web pages that were crawled. 
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Table 2-The Crawler-DB Dataset Classes 
No. The name of class The number of pages in each class 

1 Drugs 986 

2 Others 614 

3 Hacking 259 

4 Fake ID 253 

5 Weapons 251 

 

5.3. Results of Classification Methods 

Table 3 shows in detail the analysis of the experimental results. TF-IDF term weighting 

technique and two classifiers: 1) Gaussian Naive Bayes Classifier; 2) Linear Support Vector 

Classifier were used. Using the linear SVC, the proposed technique demonstrated superior 

performance, with an accuracy rate of 91%; in several rounds of verification trials, it also 

proved to be stable. Nevertheless, the performance of the model when used with the Gaussian 

NB classifier was found to be lower, achieving an accuracy rate of 80.6%. 

The experimental results of the performance of the proposed technique are presented in Table 

4. The performance was determined using recall, accuracy, F1-Score, and precision as the 

parameters for performance evaluation. The aforementioned parameters are commonly used 

within the field of information retrieval. 

 

Table 3-The Performance Metric of the Two Algorithms 
Classifiers Accuracy Precision Recall F1-score 

SVM 91% 89% 88% 88% 

Gaussian NB 80.6% 78% 77% 77% 

     

 

Figure 4 shows the Accuracy, Precision, Recall, and F1-score of the NB Algorithm over the 

five classes. 

 
Figure 4-The Performance Metrics of the NB Algorithm 

 

Figure 5 shows the Accuracy, Precision, Recall, and F1-score of the SVM Algorithm over the 

five classes. 
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Figure 5-The Performance Metrics of the SVM Algorithm 

 

It can be seen from the learning curve for the TF-IDF pipeline presented in Figure 6 that the 

algorithm is learning correctly, as there is a rise in the validation accuracy curve and an 

increase in the classification accuracy, which is projected through the increase in the number 

of samples. More so, the curve of the training accuracy is stable. With this high accuracy rate, 

a standard model that has the capability of detecting illicit Dark Web activities can be 

developed. 

 

 
Figure 6-Shows the Learning Curve of the linear SVC 
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capable of extracting an unlimited amount of data from Dark Web pages has been proposed. 

The crawler achieves this by exploring the hyperlinks of the pages, navigating around them, 

extracting their data, and producing a new dataset that can be analyzed for purposes of 

scientific research. Furthermore, a prediction model was built to classify illegal activities that 

are carried out on the Dark Web, and the proposed model achieved high accuracy. 

6. Conclusion and Future Work 

In this article, illicit activities of Tor‟s hidden service have been classified through the use of 

the TF-IDF technique, which was applied together with two classifiers (NB and SVM). The 

dataset (crawler-DB) was built so that it could support classification pipelines; the crawler-

DB consisted of 2363 samples that were automatically labeled into five categories. Rather 

than performing the task of labeling through manual means, an algorithm was built in this 

work for automatic labeling, and superior performance was demonstrated by the algorithm in 

terms of accuracy and effectiveness. These five classes, including the others that are related 

only to illegal activities (drugs, weapons, hacking, fake ID, and others), were selected and 

used for training the proposed model. The results of the experiments showed that the linear 

SVC with TF-IDF demonstrated superior performance as an algorithm for the classification of 

Dark Web pages. Overall, the proposed system yielded good results in terms of recall, 

precision, accuracy, and F1-Score. The accuracy is 91 %, precision is 89%, recall is 88%, and 

the F1-Score is 88%. 

For future work, the enlargement of the dataset is proposed. This is to be achieved by carrying 

out a deeper search of the Dark Web through the addition of more HS sources. Furthermore, 

in this study, the best accuracy rate was recorded for the Support Vector Machine. 

Nevertheless, adaptations can be made to the SVM so that the possibility of inaccurate 

classification can be avoided while accuracy is improved. The validity and accuracy of the 

proposed automatic labeling algorithm can be further evaluated through its application to a 

different dataset. Furthermore, improvements can be made to the dataset so that its accuracy 

can be improved. 
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