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Abstract  

    In recent years, predicting heart disease has become one of the most demanding 

tasks in medicine. In modern times, one person dies from heart disease every 

minute. Within the field of healthcare, data science is critical for analyzing large 

amounts of data. Because predicting heart disease is such a difficult task, it is 

necessary to automate the process in order to prevent the dangers connected with it 

and to assist health professionals in accurately and rapidly diagnosing heart disease. 

In this article, an efficient machine learning-based diagnosis system has been 

developed for the diagnosis of heart disease. The system is designed using machine 

learning classifiers such as Support Vector Machine (SVM), Nave Bayes (NB), and 

K-Nearest Neighbor (KNN). The proposed work depends on the UCI database from 

the University of California, Irvine for the diagnosis of heart diseases. This dataset is 

preprocessed before running the machine learning model to get better accuracy in 

the classification of heart diseases. Furthermore, a 5-fold cross-validation operator 

was employed to avoid identical values being selected throughout the model 

learning and testing phase. The experimental results show that the Naive Bayes 

algorithm has achieved the highest accuracy of 97% compared to other ML 

algorithms implemented. 

 

Keywords- Machine Learning, Heart Disease (HD), Naïve Bayes (NB) , KNN , 
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مهسة صعبة ، فسؼ الزخوري بالغ الأهسية لتحميل كسيات كبيخة مؼ البيانات. نعخًا لأن التشبؤ بأمخاض القمب 
أتستة العسمية مؼ أجل مشع السخاطخ السختبطة بها ومداعجة السهشييؼ الرحييؼ في التذخيص الجقيق والدخيع 

، تػ تطؽيخ نعام تذخيص فعال قائػ عمى التعمػ الآلي لتذخيص أمخاض القمب. ا البحثلأمخاض القمب. في هح
في  KNNو  Naïve Bayesو  Support Vector Machineتتزسؼ مرشفات التعمػ الآلي استخجام 

مؼ جامعة كاليفؽرنيا في إيخفيؼ لتذخيص  UCIترسيػ الشعام. يعتسج الشعام السقتخح عمى قاعجة بيانات 
أمخاض القمب. تتػ معالجة مجسؽعة البيانات هحه مدبقًا قبل تذغيل نسؽذج التعمػ الآلي لمحرؽل عمى دقة 

أضعاف لتجشب  5عامل التحقق مؼ صحة  استعساللاوة عمى ذلغ ، تػ أفزل في ترشيف أمخاض القمب. ع
 Naiveاختيار القيػ الستطابقة خلال مخحمة التعمػ والاختبار الشسؽذجي. أظهخت الشتائج التجخيبية أن خؽارزمية 

Bayes  مقارنة بخؽارزميات 79حققت أعمى دقة بمغت ٪ML الأخخى السطبقة. 

I. Introduction 

    Heart disease (HD) is typically considered to be one of the most complicated and life-

threatening illnesses in humans. As a result of this disease, the heart is generally not able to 

pump the specified quantity of blood to different elements of the body to carry out the body’s 

ordinary activities. As a result, cardiac failure arises [1]. Within the United States, the rate of 

heart sickness is quite high [2]. The signs and symptoms of HD encompass chest pain, 

swollen feet, weakness of the physical body, and fatigue with associated signs such as 

elevated jugular venous pressure and peripheral edema, which may be produced by functional 

cardiac or no cardiac abnormalities [3]. The early detection methods for HD were challenging, 

and the resulting uncertainty became one of the principal problems impacting people's quality 

of life [4]. HD diagnosis and remedy are distinctly challenging, in particular in poor countries, 

because of the loss of clinical equipment, physicians, and different services, all of which have 

an effect on the right diagnosis and remedy of heart patients [5]. Correct and accurate 

identification of a patient's heart attack risk is critical for reducing the risk of significant heart 

problems and enhancing heart protection [6]. According to the European Society of 

Cardiology, 26 million people worldwide have been diagnosed with HD. Last year, 3.6 

million new cases were diagnosed. Half of patients with HD die within two years, and heart 

disease management costs account for around 3% of healthcare expenditure [7]. An invasive 

HD diagnosis is based on a review of the patient's health history, a clinical assessment report, 

and a medical expert's examination of the patient's symptoms. Due to human error, many of 

these techniques result in incorrect diagnoses and, in many cases, delays in diagnosis 

outcomes. It is also more costly and computationally complicated, and it takes longer to 

determine [8]. To overcome the challenges of invasive-based heart disease diagnosis, ML 

prediction models-based noninvasive medical decision support systems such as K-NN, SVM, 

NB, DT, ANN, Logistic Regression (LR), Ada-Boost (AB), FL, and rough set theory have 

been developed by various researchers and are commonly utilized for HD diagnosis [9 and 

10]. As a consequence of these ML-based expert medical decision systems, the ratio of HD 

fatalities has been reduced [9]. Several research projects have focused on utilizing a machine-

learning-based approach to diagnose HD, for example. The classification success of several 

ML methods on the Cleveland HD dataset was recorded in a literature review [10], and [11]. 

Many researchers have utilized this dataset to study various classification challenges linked to 

heart diseases using various machine learning classification techniques. For example, predict 

coronary artery disease in its early stage so that patients can undergo treatment and save their 

lives [12]. The main contribution of this work is to find the best classifier for the classification 

of heart diseases and to help physicians diagnose the heart condition of their patients with the 

highest degree of accuracy and efficiency. 

 

 



Rahma and Salman                             Iraqi Journal of Science, 2022, Vol. 63, No. 9, pp: 3966-3976 

 

3968 

 

II. RELATED WORKS 

Alotaibi [13] has developed a machine learning model that compares five distinct approaches. 

The Rapid Miner tool outperformed MATLAB and Weka in terms of accuracy. This study 

looked into the accuracy of the classification approaches: Decision Tree, Logistic Regression, 

Random Forest, Naive Bayes, and SVM. The decision tree algorithm was found to be the 

most accurate. Latha et al. [14] performed a comparative analysis to improve the predictive 

accuracy of heart disease risk using ensemble techniques on the Cleveland dataset of 303 

observations. They applied the brute force method to obtain all possible attribute set 

combinations and trained the classifiers. They achieved a maximum increase in the accuracy 

of a weak classifier of 7.26% based on the ensemble algorithm and produced an accuracy of 

85.48% using a majority vote with NB, BN, RF, and MLP classifiers using an attribute set of 

nine attributes. Mohan et al. [15] developed an effective hybrid random forest with a linear 

model (HRFLM) to enhance the accuracy of heart disease prediction using the Cleveland 

dataset with 297 records and 13 features. They concluded that the RF and LM methods 

provided the best error rates. Louridi et al. [16] proposed a solution to identify the 

presence/absence of heart disease by replacing missing values with the mean values during 

preprocessing. They trained three machine learning algorithms, namely, NB, SVM (linear and 

radial basis function), and KNN, by splitting the Cleveland dataset of 303 instances and 13 

attributes into 50:50, 70:30, 75:25, and 80:20 training and testing ratios. Gupta et al. [17] 

replaced the missing values based on the majority label and derived 28 features using the 

Pearson correlation coefficient from the Cleveland dataset and trained LR, KNN, SVM, DT, 

and RF classifiers using the factor analysis of mixed data (FAMD) method; the results based 

on a weight matrix RF achieved the best accuracy of 93.44%. Perumal et al. [18] developed a 

heart disease prediction model using the Cleveland dataset of 303 data instances through 

feature standardization and feature reduction using PCA, where they identified and utilized 

seven principal components to train the ML classifiers. They concluded that LR and SVM 

provided almost similar accuracy values (87% and 85%, respectively) compared to that of k-

NN (69%). Kumar et al. [19] trained five machine learning classifiers, namely, LR, SVM, 

DT, RF, and KNN, using a UCI dataset with 303 records and 10 attributes to predict 

cardiovascular disease. The RF classifier achieved the highest accuracy of 85.71% with a 

ROC AUC of 0.8675 compared to the other classifiers. Gazeloglu et al. [20] projected 18 

machine learning models and 3 feature selection techniques (correlation-based FS, chi-square, 

and fuzzy rough set) to find the best prediction combination for heart disease diagnosis using 

the Cleveland dataset of 303 instances and 13 variables. Sharma et al. [21] used the heart 

disease dataset, which is available in the (UCI) machine learning repository and was 

employed in their research. Using data mining strategies such as NB, DT, LR, and RF, the 

suggested system predicts the likelihood of HD and classifies patient risk levels. As a result, 

in their work, they have been capable of evaluating the output of numerous ML algorithms. 

The outcomes show that the RF method has the very best accuracy of 90.16% when compared 

to different ML techniques. Pavithra et al. [22] proposed a new hybrid feature selection 

technique with the combination of random forest, AdaBoost, and linear correlation (HRFLC) 

using the UCI dataset of 280 instances to predict heart disease. Eleven (11) features were 

selected using filter, wrapper, and embedded methods; an improvement of 2% was found for 

the accuracy of the hybrid model. Kavitha et al. [23] implemented a novel hybrid model on 

the Cleveland heart dataset of 303 instances and 14 features with a 70:30 ratio for training and 

testing by applying DT, RF, and hybrid (DT + RF) algorithms. 

III. THEORETICAL BACKGROUND 

A- HEART DISEASE 
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The human heart is a crucial organ that serves as a pump to circulate blood throughout the 

body. If the body's blood circulation is poor, organs such as the brain suffer, and if the heart 

entirely stops pumping, within minutes, death happens. The heart's correct functioning is 

critical for survival. Problems with the heart and its blood vessels are referred to as "heart 

disease". 

1. The common form of cardiac disease worldwide is a condition in which plaque builds 

up in the arteries of the heart, causing the heart to receive less blood and oxygen. 

2. Angina pectoris is a condition in which a person suffers from chest pain. It is a 

medical term for chest discomfort that occurs as a result of a loss of blood flow to the heart. It 

is also called angina, and it is an indication that you are having a heart attack. The chest 

discomfort comes in waves that last a few seconds or minutes.  

3. Cardiomyopathy is the weakening or change of the heart muscle's structure as a result 

of inadequate cardiac pumping. Hypertension, alcohol use, viral infections, and genetic 

abnormalities are all frequent causes of cardiomyopathy. 

4. Arrhythmias It is linked to a problem with the heartbeat's rhythmic action. The 

heartbeat might be irregular, slow, or fast. These irregular heartbeats are caused by a short 

circuit in the electrical circuitry of the heart. 

5. Myocarditis is an inflammation of the heart muscle caused by viral, fungal, or 

bacterial diseases. It's an uncommon disease with minimal symptoms such as joint pain, leg 

swelling, or fever that isn't caused by the heart [24], [25]. 

B. Naïve Bayes 

The Naive Bayes predictor was utilized in this research. It is also a supervised learning 

approach to categorize data by calculating the likelihood of independent factors. The high 

likelihood class is allocated to the whole transaction after the probability of each class is 

calculated [26], [27]. In different datasets, such as instructional data mining [29] and health 

data mining, NB is a popular approach for predicting classes [30]. This model may be used to 

categorize a variety of datasets, such as sentiment analysis [30] and virus identification [25]. 

It operates by predicting a predefined class for each document based on the values of 

independent variables. It calculates the likelihood of A given that B, as illustrated in the 

equation below [29]. Then focus on identifying a distinct class for each feature; in this 

situation, none of the other variables are interdependent [29]. The probability is calculated 

using the below equation: 

 (   )  
 (   )  ( )

 ( )
                                           (1) 

P (C|X): Posterior probability of class (c, target) given predictor (x, attributes).  

P (C): Prior probability of class.  

P (X|C): Likelihood or posterior probability of X conditioned on Ci.  

P (X): Prior probability of X. 

C. K Nearest Neighbor Algorithm 

The KNN method is an example-based learning algorithm that is frequently utilized in real-

life scenarios. Both classification and regression problems may be solved using the KNN 

method. The K-Nearest Neighbor technique is another name for lazy learning. In comparison 

to other classification approaches, it is a simple classification method with a low computing 

cost. In a j-dimensional dataset, for each sample analyzed, the K closest sample is found. 

Common distance computation methods are used to determine the distance between the 

samples and the sample being assessed, like Euclid, Hamming, and Manhattan. The sample's 

class can be decided by a majority vote of the K closest sample classes [25]. The following 

equation can be given for the Euclid distance calculation method: 

 

d= √∑ (     ) 
 
                                                             (2) 
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 Where p stands for the sample evaluated, q stands for any sample within the training dataset, 

and n stands for the feature size. 

D. SVM  Algorithm  

The SVM is the final ML algorithm used in this research. This is also known as a supervised 

(ML) model, because the classes in the database are predefined [31]. It operates by classifying 

the items in the collection into specified categories. In order to improve accuracy, it classifies 

transactions by assigning one or more classes [32]. Previously, SVM has already been used in 

a medical data application to predict the correct class for HD patients [33]. 

E. Data Overview 

The (HD) dataset, which was obtained from the Kaggle platform, was used in this study [34]. 

The data came from four different databases in total, but just the Cleveland data was used in 

this study. It is an open dataset with many properties, but for this experiment, just 14 were 

chosen, as stated and recommended by several researchers who believe that the selected 14 

attributes are the most effective in predicting heart disease in a patient [27]. A total of 303 

patients' records are also included in the database file. Table 1 shows the full explanation of 

each property as well as the number of possible values. 

 

Table 1-Data -Overview and Properties Description 
S.No Attribute Description Differentiated Values 

1 
Age - The person's age is the first feature to define [Min : 29, 

Max : 77] 

range of values between 29 and 

77 

2 
Sex - The gender of a patient is the second attribute.[“0”denotes 

female, whereas “1” denotes male] 
0, 1 

3 

CP -The third characteristic describes the level of a patient's 

chest pain (CP) when they arrive at the hospital. This 

characteristic has four different types of values, each of which 

describes a different amount of chest discomfort 

0, 1, 2, 3 

4 

RestBP - This attribute described patient's blood pressure (BP) 

while in the hospital  [Minimum blood pressure: 94, maximum 

blood pressure: 200] 

Multiple values 

between 94 and 

200 

5 
(Chol)- The cholesterol level is displayed in this column 

[Cholesterol Minimum: 126, Cholesterol Maximum: 564]. 

Multiple values 

between 126 and 564 

6 

(FBS)- The patient' fasting blood sugar level is described in the 

next attribute. It has values that are classified as binary. If the 

patient has more than 120mg/dl sugar, the result is 1, else it is 0. 

0,1 

7 
(RestECG)-This parameter shows the ECG result on a scale of 

0 to 2. Each number indicates the degree of the pain. 
0, 1, 2 

8 
(HeartBeat)- The maximum value of heartbeat recorded at the 

time of admission [Minimum: 71, Maximum: 202] 

between 71 and 

202 
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9 

Exang - This measure was used to determine whether or not 

exercise causes angina. If yes, the value will be “1,” and if not, it 

will be “0.” 

0, 1 

10 
oldPeak- The patient's depressive status is the next property to 

define. 

There are a variety of real 

number values between 0 and 6.2 

11 Slope- The patient’ state through peak exercise. 1, 2, 3 

12 
CA- This property displays the fluoroscopy status. It depicts the 

number of colored vessels. 
0, 1, 2, 3 

13 

Thal- This is a different type of test that is necessary when a 

patient has chest discomfort or trouble breathing. The outcome 

of the Thallium test is represented by four different types of 

values. 

0, 1, 2, 3 

14 
Target –This column is often referred to as the Class or Label 

column. 
0,1 

 

IV. PROPOSED METHODOLOGY 

The proposed work predicts HD through exploring the three abovementioned algorithm types 

as well as the overall performance analysis The goal of this work is to efficiently classify five 

cases of the heart (arrhythmia, myocardial infarction, ischemic, high blood cholesterol, and 

normal cases of the heart). The entered values from the patient's clinical report are entered by 

the health professional. The information is fed into a model that estimates the likelihood of 

developing HD. Figure 1 illustrates the whole operation involved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1-Flowchart illustrated the design of proposal classifier 



Rahma and Salman                             Iraqi Journal of Science, 2022, Vol. 63, No. 9, pp: 3966-3976 

 

3972 

A-Dataset Relabeling and Preprocessing 

This study's dataset was obtained from the UCI Machine Learning Repository [34], which is a 

dataset of the open-source type having a number of characteristics, but for this experiment, 

just fourteen were chosen, as explained and proposed by many researchers. The researchers 

believed that the selected 14 attributes were the most effective in predicting heart disease in a 

patient. This dataset was relabeled by the written-algorithm using the Pandas library in Python 

that works on relabeling data to five categories (0-4) according to medical consultations and 

international research that were studied on the most important symptoms and important tests 

in diagnosing heart diseases. Table 2 illustrates the algorithm that is used to do relabeling on a 

dataset. 

Table 2-Illustrate the algorithm that is used to do labeling on a dataset. 
Algorithm shows relabeling dataset for five classes 

Input: dataset of heart diseases 

Output: relabel dataset from 2 classes to 5 classes 

If(ECG=1 & chest pain type=1,3 & Thalah(max heart rate): heart rate<100 & Exang: exercise induced 

angina=1 & st.Slope=1 &Chol(cholesterol):cholesterol>200) 

=  <   Myocardil Infarction=1 

 

else If(cp: chest pain type=2 &Thalah(max HR):heart rate<100 & Exang: exercise induced angina=1 &  

Chol(cholesterol): cholesterol <200 

=< Ischemic=2 

 

else If(Chol(cholesterol):cholesterol <200) 

=<Cholestrol=3 

 

else If(Thalah(max heart rate): heart rate<100) 

=<Arrhythmia=4 

 

else =<healthy=0 

 

 

After the data relabeling process, the dataset is preprocessed, which includes: 

1-In order to prepare data for analysis, data cleaning is the act of eliminating or modifying 

data that is incorrect, incomplete, irrelevant, redundant, or poorly organized [35]. 

2-Data transformation, by using the Discretization process to convert continuous data into a 

set of data intervals [35].  

B-Data Splitting 
After the data has been prepared through preprocessing, the splitting process is performed to 

divide it. The data set is divided into two parts: a (training) data set and a (testing) or a 

(validation) data set, with the "training" data set being used to train the model and the "test" or 

"validation" data set being used to qualify performance. In this work, 50% was determined as 

test data and 50% as training data.  

C- Classification 

This research used three supervised learning classification models: Naïve Bayes , KNN, and 

SVM to classify five cases of heart disease. A 5-fold cross-validation operator was employed 

to avoid identical values being selected throughout the model learning and testing phase. It 

assists in dividing the data into k equal groups and allows each subset to participate in the 

training and testing phases. The cross-validation operator is thought to be efficient since it 

repeats the learning phase k times, with each testing data choice differing from the previous. 

Finally, the experiment is repeated k times and the average findings are utilized. For learning 
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and testing purposes, cross-validation is a widely used operator. It affords the data choice in 4 

exclusive ways: shuffled sampling, liner sampling, stratified sampling, and automatic [36]. In 

this study, however, shuffled sampling is used. 

V. COMPARISONS AND DISCUSSION OF MODEL PERFORMANCES 

In terms of accuracy, PPV, NPV, recall, specificity, and F-measure, the heart disease 

classification model based on the Nave Bayes classifier is compared to the current KNN and 

SVM, as shown in table 4. The primary parameters which might be evaluated are True 

Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) values.  

The assessment criteria are shown below: 

A-Accuracy (Acc): is a statistical measure of a classifier's ability to properly identify or rule 

out a condition. It may be computed using the equation below [21]. 

Acc=
     

           
 ×100%                                                        (3) 

B- (Recall): The sensitivity indicates the percentage of true positives that are accurately 

detected. The sensitivity may be determined using the equation below [21]. 

Recall = 
  

     
                                     (4) 

C- (Specificity): As shown in the equation below, this may be calculated by dividing the true 

negative by the total number of negatives [21]. 

Specificity =
  

     
                                (5) 

d- Precision (PPV): This is the likelihood that a patient who gets a positive screening test has 

the disease. As stated in the equation, the PPV may be calculated [21]. 

PPV =
  

     
                                          (6) 

e- Negative predictive value (NPV): This reflects the likelihood of discovering a patient who 

is not at risk for heart disease and is calculated using the equation below [21]. 

NPV =
  

     
                                       (7) 

Table 3 shows the confusion matrix generated by the suggested model for three methods. 

 

Table 3-Confusion Matrix Values Obtained Using Various Algorithms 

Algorithm TP FP TN FN 

KNN 86 9 260 9 

Naïve Bayes 94 7 355 7 

 

SVM 

 

71 

 

30 

 

356 

 

30 

 

Table 4-Classification Algorithms Results 

Algorithm Recall PPV Specificity NPV Accuracy F-measure 

KNN 0.905 90.52 0.966 96.65 95.1% 1.792 

Naïve Bayes 0.93 93.06 0.980 98.06 96.9% 1.841 

SVM 0.70 70.92 0.922 92.22 87.4% 1.386 

 

VI. Analysis of Results 

The proposed classifiers SVM, KNN, and Naïve Bayes are compared based on the following 

parameters: testing time, specificity, precision, recall, NPV, and accuracy of the result 

obtained. This comparison aims to find the best performance classifier among the proposed 

classifiers to diagnose heart disease The performance comparison results of the classifiers 

when 65 % of the UCI data is used for training and 35% of the data for testing are shown in 

Figure 2. The specificity of Naïve Bayes is comparatively high compared with other 

classifiers, which is 98.0%. It can be noted that the lowest accuracy has been recorded by the 
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SVM classifier (87.4%), followed by KNN ( 95.1%)  while Naïve Bayes has the best 

performance with 96.9%. Also, the Naïve Bayes is faster than the other classifiers at getting 

the diagnosis results. Moreover, in Naïve Bayes, the NPV is higher (98.06) than in SVM 

(92.22) and ) 69.65) KNN classifiers. As for Recall and Precision,  KNN records (90.5) in 

recall and (90.5) in precision. Naïve Bayes produced 93.0 and 93.06 for recall and precision, 

respectively. Finally, the SVM classifier performance was the worst with (70.0) and (70.92) 

for recall and precision, respectively. To summarize, the Naïve Bayes was the most robust 

classifier among the proposed classifiers. Figure 3 shows the confusion matrix for the Naive 

Bayes classifier. 

 
Figure 2- the performance comparison of three algorithms 

 

 
Figure 3-Confusion Matrix of Naïve Bayes 
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VII. CONCLUSION 

With the increasing number of deaths due to heart diseases, it has become necessary to 

develop a system to predict heart diseases effectively and accurately. The motivation for the 

study was to find the most efficient machine learning algorithm for the detection of heart 

diseases. This study compares the accuracy scores of KNN, Naive Bayes, and Support Vector 

Machine algorithms for the classification of heart diseases using the UCI machine learning 

repository dataset after preprocessing it. The result of this study indicates that the Naive 

Bayes algorithm is the most efficient algorithm with an accuracy score of 96.9% for the 

prediction of heart disease. The main limitation encountered in this work is the inability to 

diagnose other types of heart diseases such as (Heart Valve Disease, Pericarditis, Wolff-

Parkinson-White syndrome, and Congenital heart disease), as the diagnosis of these diseases 

depends on other features not available in the UCI database. The work can be enhanced in the 

future by developing a web application based on the Naïve Bayes algorithm as well as by 

using a real database that contains more features that help classify other heart diseases. 
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