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Abstract 

     The increasing amount of educational data has rapidly in the latest few years. The 

Educational Data Mining (EDM) techniques are utilized to detect the valuable 

pattern so that improves the educational process and to obtain high performance of 

all educational elements. The proposed work contains three stages: preprocessing, 

features selection, and an active classification stage. The dataset was collected using 

EDM that had a lack in the label data, it contained 2050 records collected by using 

questionnaires and by using the students’ academic records. There are twenty-five 

features that were combined from the following five factors: (curriculum, teacher, 

student, the environment of education, and the family). Active learning had been 

utilized in the classification. Four techniques had been applied for classifying the 

features: Random Forest (RF) algorithm, Label Propagation (LP), Logistic 

Regression (LR), and Multilayer Perceptron (MLP). The accuracies of prediction 

were 95.121%, 92.195%, 92.292%, and 93.951% respectively. Also, the RF 

algorithm has been utilized for assorting the features depending on their importance. 

 

Keywords: Educational Data Mining, Active classification, Students’ Prediction, 

Feature Importance, Random Forest, Multilayer Perceptron. 

 

 التنقيب في البيانات التعميمية لمتنبؤ بأداء الطالب الأكاديمي باستخدام التصنيف النشط
 

 رشا حسين عمي
العراق ،بغداد جامعة بغداد، ، كمية التربيه لمبشات،قدم الحاسبات  

 
 الخلاصة
تقشيات التشقيب عن تزايدت كسية البيانات التعميسية بدرعة في الدشهات القميمة الساضية. يتم استخدام        

( لمكذف عن الشسط القيم من أجل تحدين العسمية التعميسية والحرهل عمى أداء عالٍ EDMالبيانات التعميسية )
لجسيع العشاصر التعميسية. يحتهي العسل السقترح عمى ثلاث مراحل: السعالجة السدبقة ، واختيار السيزات ، 

التي تفتقر إلى بيانات التدسية ، وتحتهي  EDMنات باستخدام ومرحمة الترشيف الشذط. تم جسع مجسهعة البيا
سجلاا تم جسعها باستخدام الاستبيانات وباستخدام الدجلات الأكاديسية لمطلاب. هشاك خسدة  0202عمى 

وعذرون سسة تم جسعها من خسدة عهامل التالية: )السشهج ، السعمم ، الطالب ، بيئة التعميم ، والأسرة(. تم 
( RFلتعمم الشذط في الترشيف. تم تطبيق أربع تقشيات لترشيف السيزات: خهارزمية الغابة العذهائية )استخدام ا

(. وكانت دقة التشبؤ MLP( ، والإدراك متعدد الطبقات )LR( ، الانحدار المهجدتي )LP، انتذار السمرق )
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ا ، تم استخدام خهارزمية التردد 15.109 ,٪ 10.010 ,٪ 10.910 ,٪ 10.909 ٪ عمى التهالي. أيزا
 . اللاسمكي لترشيف السيزات حدب أهسيتها

1. Introduction  

       The quality of education is compulsory in the development of each country, the amount 

of data in the education field is getting increased increasingly. The data gathered from 

students, teachers, and managers of schools are usually used to make a decision. But most of 

the data remain unused due to complexity and a large amount of data. Therefore, analyzing 

this huge amount of educational data is of great interest to predict the students’ 

performance[1]. 

Recently, the institutions of education have been facing a quite competitive environment. It is 

very important to ensure that the resource is used efficiently and effectively to improve the 

experience of students’ learning and to promote the variables affecting the learning process 

and the students’ performance. Recently, researchers have focused on the educational data to 

that analyze the factors that are affected by the students’ academic performance and to 

improve the teaching and learning practices[2]. The educational institutions are more 

interested in finding the factors that affect the students’ performance, large numbers of factors 

may affect the students’ performance such as social, economic, cultural,  demographic, and 

academic background[3]. Generally, the data are great available but the information suffers 

from deficiency which leads to uncertain decisions making. The great challenge is the 

effective transformation of huge of data into knowledge to enhance the quality of managerial 

decisions. The concept of Data Mining (DM) refers to a crucial and significant part of the 

Knowledge Discovery in Databases (KDD) process[4].  

The concept of DM is depending on extracting the hidden patterns and exposing the 

relationships between parameters for huge amounts of data. Applications of data mining in 

educational environments are the most popular area of the research which is called 

Educational Data Mining (EDM) and there is an increasing number of studies that published 

in the latest years. Researches areas in the EDM focus on different aspects of an educational 

process: students, teachers, teaching aids, organization of teaching, etc. The main aims of 

EDM applications can be categorized as the following: prediction of students’ success, 

organization of teaching programs, predicting the success of students to the higher level of the 

educational program. To achieve these goals, different algorithms of DM are used, such as 

decision trees (DT), artificial neural networks (ANNs), k-nearest neighbors, Support Vector 

Machine (SVM)[5]. Early forecasting of students’ performance might help teachers for 

identifying the students who can succeed in other courses and the students who need 

additional education, additional effort, or more time to improve their knowledge[6]. 

The problem of this study, Iraqi students’ performance in secondary education had been 

decreased in the last years. The educational statistics in Iraqi stated there is a decrease in the 

performance of the Iraqi students in secondary education. So, this study suggests a system to 

prophesy the students' performance and detect which factors are more affected on the 

students’ performance. The present study aims at analyzing the educational data had lacked in 

label data by building a model used to classify the students’ performance of the secondary 

education by using active learning in the classification. Also, the sorting of the attributes 

depending on the importance that affect the student's performance by using the RF algorithm.  

The organization of this work is as follows: Section one shows the introduction. The related 

works are present in section two. Section three shows the methodology of the proposed 

system. The importance of the features presents in section four. The results and discussion 

shows in section five. The proposed work concludes in section six.    

2. Related Works 

The following studies have presented techniques for predicting the students’ performance. In 

ref.[5], techniques of data mining have been used in the performance prediction of first-year 
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bachelor students in a computer science course, the data set contained the 497 records that 

contained the following information: the students’ demographics, previous academic records, 

and family background information, the methods that were used in the classification stage 

were  Decision Tree, Naïve Bayes, and Rule-Based classification (JRip), the results were 

68.8%, 67.0%, and 71.3% respectively. In ref [7], the extended profile has been applied for 

the prediction of the final degree for students. In this study, the features were combined from 

the following factors are (economic, institutional factor, demographic, psychological factor, 

and academic) factors. While in the classification has been applied using a multi-layered 

neural network (NN) to assort students’ degrees into a good or basic degree class. the size of 

the dataset was 470 while the accuracy was 83.7%. In ref.[2], An academic performance 

prediction by student heterogeneity had been presented. The dataset contained the enrollment 

data of the student at Australian University which contained all information about the student, 

most of this information depended on the observation for constructing socio-demographic 

features. The suggested system included three stages were preprocessing, features extraction, 

and a classification stage. Four methods were applied in the classification: Naive Bayesian, 

Sequential minimal optimization (SMO) for SVM, decision tree (J48 ), and classification-

based rule. The results were 74.2%, 73.87%, 76.19%, and 73.84%. In ref.[1], the techniques 

of supervised learning were used in this work for predicting the students’ performance. Three 

techniques have been applied in the features classification which was Multilayer 

perceptron(MLP), NNge, and decision tree (J48). The dataset belonged to the Alentejo region 

of Portugal. The J48 obtained the highest accuracy with 95.78% compared with the other 

techniques. In [8], the predicting of the engineering student attrition risk using the 

probabilistic neural network (PNN) by using deep learning NN to predict students’ 

performances and compare its classification accuracy with MLNN and other classification 

models such as logistic regression. The model utilized 58 student variables related to 

demographics and academic background, the size of the dataset was 682 while the accuracy 

was 90.1%. In [9], the prediction of the student academic performance using the techniques of 

data mining had been presented. The dataset in this study contained 480 records, the number 

of features was 16 features. Five techniques of data mining were used while the accuracy 

were (69.7% for Random Forest, 67.7% for Logistic regression, 64.5% for Perceptron Neural 

Network, 46.8 % for Decision tree, and 70.8% for SVM).   

3. The Methodology of  the Work 

      This work suggests the prediction of the students’ academic performance by using EDM 

and active learning for classifying the features. Also, machine learning techniques such as the 

Random Forest algorithm have been utilized for classifying the factors that have more effect 

on the students’ academic performance. The suggested work contains four stages were 

(educational data collection, data preprocessing, feature selection, and a classification stage.). 

Figure 1 illustrates the general structure of the suggested work. 
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 3.1 The Educational Data Collection  

       The dataset was collected using EDM that contained 2050 records. Each record 

represents the information for each student. The ages of students between (12-18) years. The 

data was collected from more than one school from the private and government schools by the 

questionnaires and the academic records for the students. In general, each school has a record 

for each student which contains some information about the student and the student's result. 

The questionnaire contains questions about the following factors (teachers, curriculum, and 

educational environment, student's characteristics, and student's family). The questionnaires 

were answered either manually or electronically by the students and teachers depending on 

the schools because the private schools have electronic pages or websites but most 

government schools haven't electronic pages or websites. The paragraphs in each factor 

represent the features of the proposed system. The paragraphs answered by teachers were 

(student's characteristic, curriculum, and student's family), while paragraphs that answered by 

the student were (teachers, and educational environment). While the label of data was the 

final degrees for students. Figure 2 shows the group of factors of each student. 

 

Data Transformation 

Figure 1- The structure of suggested work 
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3.2 The Preprocessing stage 

   The preprocessing step is an important part of the prediction process to repair the data so 

can be used in the features selection in hence in the classification stage. Two processes were 

performed in this stage. Firstly, the discretization process was performed for attributes. In the 

questionnaire, the values of each attribute were categorized into five quartiles (agreement with 

a very big degree, agreement with a big degree, agreement with an average degree, no 

agreement, no agreement with a big degree). The value of scaling digital is presented in Table 

1. The value of label data was either pass or fail, the value of a result class was one and zero 

respectively. Secondly, in the process of transformation for data, the gathered data were 

transformed from Excel format into CSV format so that can be applied in the classification 

stage.   

 

Table 1- Digital value of attributes 
The attribute value The digital value of an attribute 

agreement with a very big degree 5 

agreement with a big degree 4 

agreement with an average degree 3 

no agreement 2 

no agreement with a big degree 1 

 

3.3  Features Selection Stage 

       The features selection technique means selecting the attributes directly which are used in 

the classification stage. The dataset contained twenty-five attributes, these attributes were 

collected from five groups (attributes for the student, the teachers, the student’s family, the 

curriculum, and the educational environment). Some of these attributes had been filled by the 

teachers and students by using questionnaires as mentioned in the previous section, while the 

values of some other attributes have been filled by using the student’s academic records. Each 

feature has a score ranging (1-5). Table 2 present the attribute, its description, and variable 

name of features. 

 

Table 2- The Attribute  and it’s description 

No. Attribute Description 
Variable 

Name 

1 Difficulty of curriculum The curriculum is very difficult F31 

2 Equivalent of teacher Lacking the knowledge level for the teacher F15 

3 Ambiguity The scientific material is not clear F21 

4 No Consideration The teacher isn't considering the Individual differences F25 

5 Practically Lacking the practical side for the scientific material F41 

Student’s record 

Teacher

s 

curriculu

m 
student 

characteristic 

students’ 

family 

educational 

environmen

t 

Figure 2- The student’s record 
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6 Teaching methods Lacking the teacher for the suitable teaching methods F13 

7 No agreement 
No agreement between the curriculum and the general level 

for the student. 
F51 

8 Motivation Lacking motivation of the student F45 

9 Educational level 
Lacking educational and a knowledge level for the student’s 

family 
F53 

10 Interactive Lacking the interaction between the teacher and the student F35 

11 Multi concepts 
The many concepts in the one scientific material and many 

materials in the one stage 
F12 

12 Lack of experience Lacking experience for the teacher F36 

13 Coordination 
Lacking coordination between the management of the school 

and student’s family 
F42 

14 Gamming 
The student spends the most time playing games and 

watching T.V. 
F52 

15 Stability Lacking the social stability of student's family F33 

16 Health Lacking the healthy state of the student F14 

17 Absence The lack of a class attendance F43 

18 Contention The contentions in the student’s family F54 

19 Stress The psychological- social stress for the student F32 

20 
The classroom 

suitability 

The classroom is not suitable for increasing the number  of 

students 
F34 

21 Concentricity Lacking the focus of the student in the classroom F22 

22 Educational devices Lacking the educational devices in the school. F23 

23 Economical level The economic level for the student’s family F44 

24 Laboratories Lacking the laboratories in the school. F24 

25 Infrastructure of school The infrastructure of the school is not suitable F11 

 

3.4 The Classification Stage 

          This stage aims to classify the features for predicting the academic performance of the 

students. Generally, machine learning has three types: supervised, unsupervised, and semi-

supervised learning (SSL). Active learning is a technique that depends on SSL that is used 

when the dataset has a lack of labeled data and availability of unlabeled data. The key point in 

active learning is building a high accuracy classifier (active learner) without making too many 

queries using a small labeled training set[10]. The connotation of active learning is to 

maximize the achievement of the classifier by selecting the better example to label. The pool-

based sampling scenario was used in this work. This scenario assumes there is a small labeled 

dataset L and a large unlabeled dataset U (unlabeled data pool). Queries are selected from U 

according to specific evaluation criteria. The following algorithm is the pseudo-code of active 

learning[11]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Input: labeled dataset L, unlabeled dataset U. 

1. Initially, apply base learner B to the training set L to obtain classifier C. 

2. Apply C to unlabeled dataset U. 

3. From U, select the most informative m instances to learn from (I). 

4. Ask the teacher/expert for labeling the m instances (I). 

5. Move I, with supplied classifications, from U to L (U=U-I). 

6. Re-train using B on labeled set (L=L+I) to obtain a new classifier, C. 

7. Repeat steps 2 to 6, until U is empty or until some stopping criterion is met 

8. Output a classifier that is trained on L. 

Algorithm 1- The pseudo-code of active learning 
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  In this work, the dataset which contained 2050 instance were split into 620 records had label 

data and 1430 records had unlabeled data. The dataset had been divided into two groups: 50% 

for the training that had been utilized to build the model, and 50% for the testing that had been 

used to validate the model. The classification process was achieved by using active learning 

by using four methods were: Random Forest algorithm (RF), Label Propagation (LP), 

Logistic Regression (LR), and Multi-layer perceptron neural network (MLP). 

3.3.1 Label Propagation (LP)  

 LP is a semi-supervised learning technique based on a graph. It uses the labels from the 

labeled data to transduce the labels to unlabeled data. in LP there are two sets: labeled set 

denoted as L, and unlabeled set denoted as U. Where 1 1( , )...( , )l lx y x y L ,   

1 1( , )...( , )l l n nx y x y U   ,  1...
D

nx x  ,   1... {1... }ny y C . C is the number of classes, and L 

consists of all classes. The algorithm of LP uses graph algorithm constructs as ( , )G V E . 

Where L represents the V that represents the number of vertices, and U represents the E in the 

G that represents the number of the edges. E represents the similarity between two nodes i and 

j with the weight ijw . The weight is calculated such that nodes will similar nodes (similar 

distances) will have larger weights. The probabilistic transition matrix T is used in this 

algorithm:  

   1

( )
ij

ij n

kjk

w
T P i j

w


  


                                                                                   (1) 

The algorithm updates the label Y TY iteratively, clamp the label until Y converges[12]. 

3.3.2 Logistic Regression (LR) 

  It’s one of the statistical analysis methods. It’s used for estimating the probabilities to 

understand the relationship between the dependent variable and one or further independent 

variables using Eq.(2), while the probability model can be computed using Eq.(3).             

The type of active learning is pool-based active learning for logistic regression using an 

algorithm (2)[13]. 

        

1
( )

1 exp[ ]
 




 
                                                                                                    (2)        

        ( 1 ) ( . )n n nP Y X w X                                                                                             (3)   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 3.3.3 Random Forest (RF) 

     RF is a classification method, it encompasses random decision forests and bagging. RF is a 

set of decision trees algorithm that depends on the voting technique in the classification 

decision[14]. The RF classifier selects an input vector and classifies it by every single tree in 

Require: partial training set, pool of unlabeled examples. 

repeat several times 

Select T random examples from pool 

Rank these T examples according to active learning rule 

Present the top-ranked example for labeling 

Augment the training set with the new observation 

until Training set reaches desirable size 

Algorithm 2- The active logistic regression  
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the forest. The final decision about the class of input vector is then decided by considering the 

plurality of votes. 

  Let T be the training set having L labeled samples as 
1 1 2 2( , ), ( , ),..., ( , )L Lx y x y x y . The vector 

1 2( , ,..., )pX x x x is a vector consisting of explanatory variables and pX R . The label class of 

samples is represented by ( 1, 1)Y     then the goal is to design the classifier which maps the 

input data to the output that : ph R Y . RF is a set of m classifiers as shown in the following 

equation: 

    ( , ),F kR h X            1,..., .k m                                                                                  (4) 

where x is n dimensional random vector, sampled from vector X. Here, each classifier h is 

trained using the random vector
k , and each

k is selected from the bootstrapped training set 

T. The individual trees constructed are not pruned, one of the reasons for this is averaging or 

the majority of votes eliminate the prediction error of individual tree[15]. 

3.3.4 Multilayer Perceptron (MLP) 

   “The MLP is the feed-forward ANN that consists of three layers or more. Simply, It 

contains three layers: the visible input layer, the hidden layer, and the output layer. Each 

neuron is transforming information and carries it to the neurons in the next layer and contains 

an activation function[16]. In this work,  the following parameters have been used for 

building the MLP classifier using active learning are: (number of the hidden layers are three, 

the number of neurons are100 neurons, an alpha value equal to 0.00001). 

4. Features Importance  

    Each feature has relative importance on the prediction process. In the training phase, each 

feature has a value that helps in choosing the extremely important features and dropping the 

least important ones for model building. Finding out the feature's importance has more than 

one benefit such as improving the accuracy, reducing the computation time for building the 

model, finding important features makes your model more interpretable and easy to 

comprehend in general[17]. In this work, the RF algorithm is used to locate the features' 

importance by applying the Gini function which is computed by describing the total power of 

the variable. In this work, the number of the decision tree was 100 trees. Table 3 presents each 

feature's value according to importance. Figure 3 shows the sorting of features depending on 

importance. 

 

Table 3- The importance values of each feature 

The Feature 
Importance 

feature 
The Feature 

Importance 

feature 
The Feature 

Importance 

feature 

F21 0.097131 F35 0.036670 F34 0.020184 

F41 0.085956 F52 0.034580 F33 0.019835 

F51 0.084892 F45 0.031608 F24 0.019710 

F31 0.084796 F14 0.028909 F42 0.019193 

F12 0.066054 F22 0.027678 F54 0.017083 

F15 0.059662 F32 0.025569 F11 0.016042 

F13 0.056204 F43 0.024994 F44 0.022088 

F25 0.037903 F53 0.024423 F23 0.021983 

F36 0.036852 
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5. Results and Discussion 

     The proposed work was carried out using Python (V.3.5) as a scripting language, and Py- 

Charm as a framework. Three stages have been applied to foresee the students’ academic 

performance. The data has been gathered by using academic records of the students in the 

Iraqi schools and questionnaires. The number of questionnaires was 2050, the number of 

features was 25 features. The active learning was utilized in the classification, the dataset was 

divided into the following: labeled training set (512, 25) instance,  unlabeled training set (513) 

instance, and the testing set (1025) instance. Four methods for classification had been applied. 

Table 4 presents the accuracy for each method, while Figure 4 shows the comparison between 

the accuracy of methods. Table 5 shows the classification report for each method. 

 

Table 4- The accuracy for each classifier 

The method The Accuracy 

Active RF 95.121% 

Active Logistic Regression 92.292% 

Active MLP 93.951% 

Active Label Propagation 92.195% 

 

 

 

 

Figure 3- The sorting of the feature’s importance 
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Table 5- The classification report of each classifier 

The method The Class Precision Recall F1-score 

Active Logistic Regression 
Fail (0) 0.93 0.91 0.92 

Pass (1) 0.91 0.93 0.92 

Active RF 
Fail (0) 0.93 0.97 0.95 

Pass (1) 0.97 0.93 0.95 

Active MLP 
Fail (0) 0.95 0.93 0.94 

Pass (1) 0.93 0.95 0.94 

Active Label Propagation 
Fail (0) 0.91 0.93 0.94 

Pass (1) 0.93 0.91 0.94 

 

     As shown in the results, the classification using active learning has a positive role in 

improving the accuracy especially if 0the dataset type that lacked in the label data. By 

comparing this study with the previous studies, the outcomes of this work had good 

comparing with the previous studies in the following parameters: The dataset's size in this 

work is more than the dataset's size in the previous studies, the type of the dataset lacked label 

data while datasets in the previous studies depend on the label data in hence depends on the 

supervised learning, the accuracy of the suggested methods in this work more than accuracy 

in the previous studies. As shown in Table 4, an active RF got more accuracy compared with 

other methods because depends on many decision trees for classifying the features. Table 6 

presents the comparison between the related works and the current work. Also, the sorting 

importance of features had been applied using RF which is considered the type of machine 

learning technique. The results have shown that the two following factors: the ambiguity of 

scientific material, and difficulty of curriculum gotten high importance effect on the 

achievement of students, while the lacking the educational devices in the schools and not 

suitable of the infrastructure has less affection as shown in the Figure 3. 

 

 

 

 

 

 

Table 5- The classification report of each classifier 
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Table 6- Comparison related works with proposed work 

The study Data set The technique The Results 

The prediction of 

students’ academic 

performance using 

classification data 

mining techniques[5] 

The dataset contained 497 

records. 

Decision Tree (DT), 

Naïve Bayes (NB), and 

JRip 

the results were 68.8% 

for DT, 67.0% for NB, 

and 71.3% for JRip 

Predicting students’ 

final degree 

classification using 

an extended 

profile[7] 

The dataset was 470 records. 

features were combined from 

the factors are (institutional, 

academic, demographic, 

psychological, and economic) 

Multi-layered neural 

network (NN). 

The accuracy was 

83.7% 

Predicting academic 

performance by 

considering student 

heterogeneity[2] 

The dataset contained the 

enrollment data of the student 

at Australian University which 

contained all information 

about the student. 

NB, Sequential minimal 

optimization (SMO) for 

Support Vector 

Machine (SVM), 

decision tree (J48). 

The results were 74.2% 

for NB, 73.87% for 

SVM, 76.19%, and 

73.84% for J48. 

Student academic 

performance 

prediction using 

supervised learning 

techniques[1] 

The dataset belonged to the 

Alentejo region of Portugal. It 

includes 1044 instances with 

33 attributes including student 

grades, demographic, social, 

and school-related features 

MLP, NNge, and 

decision tree (J48) 

The accuracy was 

92.39% for MLP, 

92.81% for NNge, and 

95.78%  for J48. 

Predicting 

Engineering Student 

Attrition Risk Using 

a Probabilistic Neural 

Network [8] 

The size of the dataset was 

682 of engineering student 

attrition., The model utilized 

58  variables related to 

demographics and academic 

background of a student 

The probabilistic neural 

network (PNN) used 

deep learning 

The accuracy was 

90.1% 

Predicting student 

academic 

performance using 

data mining 

techniques[9] 

The dataset in this study 

contains 480 records, the 

number of features was 16 

features. 

RF, LR, Perceptron, 

DT, and SVM. 

The accuracy were 

69.7% for RF, 67.7% 

for LR, 64.5% for 

Perceptron, 46.8 % for 

DT, and 70.8% for SVM 

The proposed work 

The dataset contained a 2050 

record, the number of 

attributes was 25 attributes 

related to demographics, 

grades, demographic, social, 

and school. 

Active learning  for the 

following techniques 

(RF, LP, LR, MLP) 

The accuracies were 

(95.121% for RF, 

92.195% for LP , 

92.292% for LR, and  

93.951% for MLP). 

 

6. Conclusion 

     The EDM technique was applied to predict the academic students’ performance by 

collecting the data from the educational environment. There are many changes in the 

educational process elements in the last years such as curriculum, teachers, educational 

environment, students. So, this work presented methods for detecting the affection of 

educational elements on the prediction of the students' academic performance. The dataset 

lacked in the labeled dataset so, active learning has been used in the classification of features. 

Four methods have been applied for classifying were (RF, LP, LR, and MLP). As shown in 

the results, the RF algorithm presented good accuracy compared with other methods. Also, 

the important features had been computed that affect the students' academic performance 

using the Random Forest algorithm.   
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