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Abstract  

    Ultrasound imaging has some problems with image properties output. These 

affects the specialist decision. Ultrasound noise type is the speckle noise which has a 

grainy pattern depending on the signal. There are two parts of this study. The first 

part is the enhancing of images with adaptive Weiner, Lee, Gamma and Frost filters 

with 3x3, 5x5, and 7x7 sliding windows. The evaluated process was achieved using 

signal to noise ratio (SNR), peak signal to noise ratio (PSNR), mean square error 

(MSE), and maximum difference (MD) criteria. The second part consists of 

simulating noise in a standard image (Lina image) by adding different percentage of 

speckle noise from 0.01 to 0.06. The supervised classification based minimum 

distance method is used to evaluate the results depending on selecting four blocks 

located at different places on the image. Speckle noise was added with different 

percentage from 0.01 to 0.06 to calculate the coherent noise within the image. The 

coherent noise was concluded from the slope of the standard deviation with the 

mean for each noise. The results showed that the additive noise increased with the 

slide window size, while multiplicative noise did not change with the sliding 

window nor with increasing noise ratio. Wiener filter has the best results in 

enhancing the noise. 

 

Keywords: Ultrasound noise, Enhancement, Classification, simulating noise, image 

processing  
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محاكاة الزهضاء بالرهرة  الجزء الثانييتزسن  (.MD(، الفرق الأكبر )MSEومتهسط الخظأ التربيعي )
. الحد الأدنى 0...إلى  1...( عن طريق إضافة ضهضاء البقع بشدبة مئهية من Linaالقياسية )صهرة 

الخاضع للإشراف السدتخدم لتقييم الشتائج تم استخدامو عمى أربعة مربعات لمسدافة القائم عمى الترشيف 
لحداب  0...إلى  1...مهجهدة في مهاقع مختمفة من الرهرة. تست إضافة ضهضاء البقع بشدبة مئهية من 

الترابط داخل الرهرة. تم استشتاج الزهضاء السترابظة عن طريق استخدام مشحدر الانحراف السعياري بستهسط 
كل ضهضاء. أعيرت الشتائج أن الزهضاء الجسعية تزداد مع حجم الشافذة السشزلقة، بيشسا الزهضاء الزربية 

لو نتائج أفزل في تحدين  Wienerندبة الزهضاء. مرشح  مع زيادة لا تتغير مع الشافذة السشزلقة ولا تزداد
 .الزهضاء.

1. Introduction 

    As a modality for medical diagnosis, ultrasonic imaging is commonly used in clinical 

practice. While diagnostic ultrasound is considered a harmless technique, anatomical scanning 

enables real-time and non-invasive scanning. The speckle artefact that results from destructive 

interference effects between returned echoes pervades the B-mode images. This artefact 

presents fine-false structures that are beyond the capacities of the imaging system for apparent 

resolution. This reduces the contrast of the image and covers the actual borders of the tissue 

under investigation [1]. Its occurrence can significantly compromise the efficacy of the 

diagnosis, which introduces a high degree of subjectivity in the interpretation of the images 

[2]. 

Speckle is a dual noise that in ultrasound and Synthetic Aperture Radar (SAR) decreases 

image quality and visual assessment. In the broad variety of imaging applications described 

above, this involves robust dandruff removal techniques. In recent years, Despeckle's 

filtration applications have been a rapidly emerging area of study. For all those employed in 

medical imaging techniques and ultrasound and video image processing and analysis, this 

work is significant [3,4]. It provides researchers, biomedical engineers, computer engineers 

and medical imaging engineers with different levels of materials interested in developing 

better quality images and minimizing speckle-noise damage [5,6]. In the sense that it is a 

deterministic artefact, Speckle differs from other forms of noise, which means that two 

signals or two images obtained under the same conditions will undergo the same pattern of 

spot damage. If any or all of the conditions vary, the pattern of spot damage will be different. 

Digital image processing consists of calculations that transform one image into another in 

which particular details of interest are highlighted and/or dilutes or eliminates details that are 

not important to the application [7]. 

Several scientific studies have dealt with this area, some of which are chosen because of their 

proximity to the field of study. Diwakar et al., in 2018 [8], studied original noisy CT images 

in the Shearlet domain using the Bayes shrinkage law. The proposed framework contrasted 

with existing methods and it was noted that the performance of the proposed system was 

superior to the visual quality, Image Quality Index (IQI) and Peak Signal-to-Noise Ratio 

(PSNR) performance of existing methods. The proposed work was shown by experimental 

evaluation to: (i) effectively removing the noise in CT images, (ii) preserving the edge and 

structural information, and (iii) retaining clinically relevant data. In 2019, Choi and Jeong [9] 

proposed a new algorithm based on speckle reducing anisotropic (SRAD) and Bayesian 

threshold in the wavelet field. In this algorithm, SRAD was used as a pre-processing filter, 

and Bayes threshold was used to remove residual noise in the resulting image. Compared with 

conventional filtering techniques, the experimental results showed that the proposed 

algorithm showed superior performance in terms of peak signal-to-noise ratio (mean = 28.61 

dB) and structural similarity (mean = 0.778). In 2020, Duarte-Salazar et al. [10], gave 

description of 27 techniques primarily focused on smoothing or eliminating spot noise in 

medical ultrasound images. They highlighted the importance of improving smoothness and 
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removing noise that is directly related to many processes (such as detection of areas of 

interest). Conducting assessments and analysis with a wide scope determines where 

conventional techniques such as spatial filtering, diffusion filtering, and wavelet filtering are 

defined. Describe modern machine learning techniques that rely on deep learning in the field 

of spot noise filtering, as well as modern and hybrid models. Five full reference distortion 

(FR) scales, popular in candidate assessments, are used along with the technique of 

compensation between FR and non-reference (NR) scales. It can provide greater certainty in 

the classification of filters by looking at their behaviour details in terms of the perceptual 

consistency offered by the NR scales. 

In this study, two images were collected from the Government hospital for breast and 

abdominal muscles. This study consists of two parts. The first part used four enhancing filters 

namely Weiner, Lee, Gamma and Frost. These filters have a different sliding window (3x3, 

5x5, 7x7). The evaluation process depends on MSE, SNR, PSNR, and MD. The second part 

consists of simulating the speckle noise with a different ratio in the standard image (Lena). 

Then a classification process achieved by choosing different blocks located in the image is 

presented. Mean (σ) and standard deviation (SD) were calculated for these blocks at different 

noise ratio. The coherent noise was calculated from the slope of the SD/σ for each noise.   

2. Theoretical concepts  

Speckle Noise  

   It is crucial to have an accurate and reliable model to perfect the denoising methods. This is 

not a simple task; the following model is, however, considered a good model for speckle 

noise images [11]: 

 (   )   (   )    (   )    (   )                                               ( ) 
Since additive noise is considered to be lower than multiplicative noise, Loupas, McDicken 

and Allan, in 1989[12] proposed the following signal-dependent noise model for speckle 

specification in ultrasound images: 

 (   )   (   )    (   )                                                         ( ) 
One of significant topics in the processing of the wall is to analyze the noise that suffers from 

noise.  many algorithms are used to remove noise from the image, the best of which is to 

remove noise from the image while preserving fine details. There are fast and efficient linear 

noise removal methods, but they do not preserve image detail. Therefore, the noise removal 

filters are classified into the following categories: (1) Non-adaptive filters: - These filters take 

the entire image signal parameters into consideration and leave the non-public characteristics 

of the image. (2) Adaptive Filters: - These filters provide changes in the local properties of the 

image texture along with the nature of the sensor. Many filters were used to remove noise 

which applied in this work [13-15]:  

Wiener Filter 

The Wiener filter is a linear filter. The Wiener filtering method needs information on the 

noise spectrum and the original image to be assumed. Signal and additive noise are stationary 

linear with known spectral properties. It is known as autocorrelation and cross-correlation 

[13]. 

2. Lee Filter 

Many methods for speckle de-noising have been proposed. The most common adaptive 

methods designed so far are Lee [14], Frost [15]. 

Lee filter (also called Lee MMSE filter) is based on linear speckle noise model and the 

utilization of minimum mean square error (MMSE) criterion. Image data enhancement is then 

based on the filter equation: 

 ̂ ( )   ( )   (̅ )[ ( )   ( )]                                              ( ) 
 ̂ ( ) the de-noised image, I(t) image with speckle noise, Ī(t) the mean image intensity within 

the filter window, and W(t) weighted coefficient determined as: 



Resham et al.                  Iraqi Journal of Science, 2021, Vol. 62, No. 11(Special Issue), pp: 4439-4452 

 

4442 

 ( )    
  
 

  
 ( )
                                                                   ( )  

where cu and cI(t) are variation coefficients of speckle u(t) and image I(t) respectively: 

   
  
 
     ( )  

  ( )

 (̅ )
                                                                ( ) 

Gamma Filter 
Special low-pass filters, called Gamma filters, can preserve image details by filtering on 

individual pixels in an image using the gray-level values in a square window surrounding 

each pixel, and NLOOK is the number of looks. The form of the Gamma filter expressed as 

[16].  

 

                                                               ( ) 
for Cu < Ci < Cmax, R = CP for Ci greater than or equal to Cmax. where: CP is center pixel gray-

level value, I is mean gray level in the filter window, Cu = 1/SQRT(NLOOK), Ci 

= SQRT(VAR) / I, Cmax = SQRT(2)*Cu, ALFA = (1+Cu
2
)/(Ci

2
-Cu

2
), B is ALFA-NLOOK-1, 

where VAR is variance in filter window 

Frost filter 

Frost filter is an adaptive filter that convolves pixels in a fixed window with impulse response 

m(t) given by the equation: 

 ( )     (     ( ) |  |)                                                 ( ) 
where K is the filter parameter and |  |is the distance measures from pixel located at 

coordinates t. 

Image quality evaluation 

There are objective evaluations for judging the effect of noise reduction. The evaluation of the 

quality of the performance of each filtering method is the differences between the original 

image g(x, y) and the filtered image f(x,y). This is quantified by many parameters such as 

[17-19]: 

1. Signal- to- Noise Ratio (SNR) 
Signal to noise ratio of an image is calculated as:  

           ∑∑
 (   ) 

( (   )   (   )) 

 

   

 

   

                                        ( ) 

where f(x,y) is pure ideal image not polluted by noise, g(x,y) is captured image polluted by 

noise, m and n are the image size. The bigger the SNR the better the noise reduction effect. 

The SNR has been proved to be a very sensitive test for image degradation but is completely 

non-specific. Any small change in image noise by despeckling would cause an increase in the 

SNR. 

2. Peak Signal to Noise Ratio (PSNR) 

PSNR is the peak signal-to-noise ratio in decibels (dB). The PSNR is only meaningful for 

data encoded in terms of bits per sample, or bits per pixel.  

            ∑∑
           

( (   )   (   )) 

 

   

 

   

                                          ( ) 

Also the bigger PSNR the better the noise reduction effect. 

3. Mean Square Error (MSE) 

The MSE is expressed by:  

    
 

   
∑∑(( (   )   ̂(   )) 

 

   

 

   

                                          (  ) 
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where  ̂(   )is processed image after noise reduction from noise polluted image g(x,y) and it 

should be smaller for better noise reduction. The MSE has been widely used to quantify 

image quality. When it is used alone, it does not correlate strongly enough with perceptual 

quality. It should be used together with other quality metrics and visual perception. 

Maximum Difference (MD) 

Maximum difference measure is defined as:  

       (∑∑| (   )   (   )|                                                  (  )

 

   

 

   

 

Simulation using supervised classification technique 

Simulation is a virtual representation of reality. It may also be defined as the process of 

knowing the characteristics and exhibiting the behaviour of a particular physical system. 

Sometimes a learner finds it quite difficult to understand any physical system behaviour by 

just reading it from the written material, but once he can see the things happening on the 

computer system the things change. That is why real-life techniques of image enhancement 

are important. In this study, the importance of simulation techniques in the field of digital 

image processing is presented. This was achieved by conducting simulations to implement 

basic image improvement techniques. Different values of speckle-noise were added to the real 

images. Then, the supervised classification technique based on the minimum distance method 

was applied by selecting several blocks. Lastly, both the mean and the standard deviation of 

the block was calculated to find the degree of coherent (slope) that represents the ratio 

between the standard deviation and the mean [20].  

 Supervised Classification  

In supervised classification, the user or image analyst “supervises” the pixel classification 

process. One of the supervised classification algorithms is the Minimum Distance method. It 

uses the mean vectors for each class and calculates the Euclidean distance from each 

unknown pixel to the mean vector for each class. The pixels are classified to the nearest class. 

The image element due to the vector data dimension I and base the minimum distance MD are 

given by the following:    

    (  (   )   )                                                                    (  ) 
The method is calculating the mean   for each class and finds the distance between each pixel 

to class mean vector. Then allocate each pixel to the class it is closest to [21]. 

 Statistical Mean ( ) 
      The mean of a data set is simply the arithmetic average of the values in the set obtained by 

summing the values and dividing by the number of values. The mean distribution represents 

by [22]: 

  
 

  
∑∑ (   )

 

   

 

   

                                                                  (  ) 

where n, m row and column image, respectively, I express the original image (one band or 

multi bands). 

 Standard Deviation ( ): 

The standard deviation (σ), which is the square root of the variance, reflects the spread in the 

data. Thus, a high contrast image will have a larger variance, and a low contrast image will 

have a low variance. It indicates the closeness of the fused image to the original image I at a 

pixel level. The ideal value is zero [21].  

  √
∑ ∑ ( (   )   

   
 
   ) 

   
                                                            (14) 

 Number of Lucks 

Slope represents the ratio between standard deviation and mean as [23, 24]: 
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                                                                                    (  ) 

3. Ultrasound Images  

 The tested images were two, represented in Figure 1 collected from Yarmook Government 

Hospital-Baghdad. It was chosen according to the difference between them in skin depth. 

Figure 1 (a) is a breast ultrasound image size 284x187 pixel with pixel depth is 24 bit. Figure 

1 (b) shows abdominal muscles for a person who needs treatment with size 527x104 pixel and 

pixel depth 24 bit.   

 

 

 

 

 

 

                   (a)                                         (b) 

Figure 1-Ultrasound images used in the study (a) Breast (b) abdominal muscles. 

  

4. Results and analysis 
This study consists of two parts. The first part includes enhancement of the ultrasound images 

using filters (wiener, Lee, Gamma, and Frost) with filter size 3x3, 5x5 and 7x7. The second 

part includes the simulation process by adopting real images and applying the classification 

technique after adding percentages of speckle noise. 

Enhancement 

The enhancement process was applied directly using Weiner and Gamma filters for the tested 

images shown in Figure 2. It was noticeable that the noise enhancement was the same for all 

noise per cent in the 3x3 sliding window for both Weiner and Gamma filters for all noise 

ratio. The same is for sliding window 5x5 and 7x7 the noise was the same in the image. 

 

 

 

 

 

(a) 

 

 

 

 

 

 

(b) 

Figure 2-Wiener and Gamma filters with different mask size for the (a) A-image, (b) B-

image. 

 

Table 1 represents the mean value for the additive and multiplicative noise for both Wiener 

and Gamma filters. It has an indicator for Gamma filter in decreasing mean value with 

increase window size in the additive noise (which is the behaviour of this type of noise). 

Multiplicative noise does not change with increasing the noise or the filter window size.  

 

 

 

(a) 

Original image (A) Wiener filter 3x3  Wiener filter 5x5  Wiener filter 7x7  Gamma filter 3x3  Gamma filter 5x5  Gamma filter 7x7 

Original image (B) Wiener filter 3x3  Wiener filter 5x5  Wiener filter 7x7  Gamma filter 3x3  Gamma filter 5x5  Gamma filter 7x7 
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Table 1- The noise values for the Wiener and Gamma filters with different window size. 

 

Images 
size 

Wiener filter Gamma filter Wiener filter Gamma filter 

Mean additive 

noise 

Mean additive 

noise 

Mean multiplicative 

noise 

Mean multiplicative 

noise 

Image A 

3×3 -0.0570 0.01235 0.9887 0.9882 

5×5 -0.1646 0.1447 0.9698 0.9767 

7×7 -0.1531 0.3570 0.9643 0.9786 

Image B 

3×3 -0.0017 0.2087 0.5555 0.5582 

5×5 -0.0100 0.3699 0.5494 0.5576 

7×7 -0.0121 0.4430 0.5409 0.5546 

 

The Frost and Lee filters results are shown in Figure 3 and 4 for the additive and 

multiplicative noise. The size of the window for both filters is presented to show the 

difference of the noise output. The noise value with the filter window size had a noticeable 

effect on the results and this is discussed in conclusion.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-Image A enhancement of Frost and Lee filters with different mask window and 

noise values. 

 

 

 

 

 

 

 

Lee  (3x3)-0.04 Lee  (3x3)-0.05 Lee  (3x3)-0.06 Lee  (5x5)-0.01 Lee  (5x5)-0.02 Lee  (5x5)-0.03 Lee  (5x5)-0.04 

Lee  (5x5)-0.05 Lee  (5x5)-0.06 Lee  (7x7)-0.01 Lee (7x7)-0.02 Lee  (7x7)-0.03 

Lee  (3x3)-0.01 

Lee  (7x7)-0.05 

Lee (7x7)-0.06 

Lee  (7x7)-0.04 

Lee (3x3)-0.02 Lee  (3x3)-0.03 

Frost (3x3)-0.01 Frost (3x3)-0.02 Frost (3x3)-0.03 Frost (3x3)-0.04 Frost (3x3)-0.05 Frost (3x3)-0.06 Frost (5x5)-0.01 

Frost (5x5)-0.02 Frost (5x5)-0.03 Frost (5x5)-0.04 Frost (5x5)-0.05 Frost (5x5)-0.06 

Frost (7x7)-0.04 

Frost (7x7)-0.02 

Frost (7x7)-0.03 

Frost (7x7)-0.01 

Frost (7x7)-0.05 Frost (7x7)-0.06 
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Figure 4-Image B enhancement of Frost and Lee filters with different mask window and 

noise values. 

 

The summary values of the quantitative criteria for the additive and multiplicative noise are 

tabulated in Table 2. Table 2 shows the size of the windows of the Frost and Lee filters for 

image A and B.  

 

Table 2- The noise values for the Frost and Lee filters with different window size. 
Image A  Frost filter  Lee filter 

(3×3) 

 

Noise 
Mean additive 

noise 

Mean multiplicative 

noise 

(3X3) 

Mean 

additive 

noise 

Mean 

multiplicative 

noise 

0.01 0.3613 0.9756 -0.0566 0.9877 

0.02 0.3120 0.9763 0.0298 0.9893 

0.03 0.4393 0.9778 0.0296 0.9910 

0.04 0.4513 0.9800 0.0754 0.9943 

0.05 0.3872 0.9801 0.1631 0.9961 

0.06 0.5572 0.9841 0.0852 0.9970 

(5X5) 

0.01 0.5456 0.9746 

(5X5) 

0.0041 0.9695 

0.02 0.4898 0.9745 0.0259 0.9695 

0.03 0.5295 0.9754 0.0324 0.9716 

0.04 0.5625 0.9765 -0.0442 0.9709 

0.05 0.6401 0.9769 0.1001 0.9748 

0.06 0.6143 0.9777 0.1153 0.9768 

(7X7) 

0.01 0.6135 0.9737 

(7X7) 

0.0941 0.9639 

0.02 0.5968 0.9732 0.0289 0.9637 

0.03 0.7160 0.9749 -0.0189 0.9638 

0.04 0.5979 0.9741 0.0318 0.9657 

0.05 0.7302 0.9753 0.1187 0.9671 

0.06 0.5986 0.9739 0.1609 0.9704 

Image B  Frost filter  Lee filter 

Lee  (3x3)-0.02 Lee  (3x3)-0.03 

Lee  (3x3)-0.04 Lee  (3x3)-0.05 Lee  (3x3)-0.06 Lee  (5x5)-0.01 Lee  (5x5)-0.03 Lee  (5x5)-0.02 Lee  (5x5)-0.04 

Lee  (5x5)-0.05 Lee  (5x5)-0.06 Lee  (5x5)-0.01 Lee  (7x7)-0.02 Lee  (7x7)-0.03 

Frost (3x3)-0.04 Frost (3x3)-0.02 Frost (3x3)-0.03 Frost (3x3)-0.01 Frost (3x3)-0.05 Frost (3x3)-0.06 Frost (5x5)-0.01 

Frost (5x5)-0.02 Frost (5x5)-0.03 Frost (5x5)-0.04 Frost (5x5)-0.05 Frost (5x5)-0.06 Frost (7x7)-0.01 Frost (7x7)-0.02 

Frost (7x7)-0.03 Frost (7x7)-0.04 Frost (7x7)-0.05 Frost (7x7)-0.06 Lee (3x3)-0..01 

Lee (7x7)-0.04 Lee (7x7)-0.05 Lee (7x7)-0.06 
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(3×3) 

 

Noise 
Mean additive 

noise 

Mean multiplicative 

noise 

(3X3) 

Mean 

additive 

noise 

Mean 

multiplicative 

noise 

0.01 0.3613 0.9756 -0.0566 0.9877 

0.02 0.3120 0.9763 0.0298 0.9893 

0.03 0.4393 0.9778 0.0296 0.9910 

0.04 0.4513 0.9800 0.0754 0.9943 

0.05 0.3872 0.9801 0.1631 0.9961 

0.06 0.5572 0.9841 0.0852 0.9970 

(5X5) 

0.01 0.5456 0.9746 

(5X5) 

0.0041 0.9695 

0.02 0.4898 0.9745 0.0259 0.9695 

0.03 0.5295 0.9754 0.0324 0.9716 

0.04 0.5625 0.9765 -0.0442 0.9709 

0.05 0.6401 0.9769 0.1001 0.9748 

0.06 0.6143 0.9777 0.1153 0.9768 

(7X7) 

0.01 0.6135 0.9737 

(7X7) 

0.0941 0.9639 

0.02 0.5968 0.9732 0.0289 0.9637 

0.03 0.7160 0.9749 -0.0189 0.9638 

0.04 0.5979 0.9741 0.0318 0.9657 

0.05 0.7302 0.9753 0.1187 0.9671 

0.06 0.5986 0.9739 0.1609 0.9704 

 

The Frost filter showed an increase of the additive noise with increasing the window size 

filter, and it decreased by increasing the noise ratio of the image. Moreover, its value is higher 

than the Wiener and Gamma filters.  

Figure 5 represents the additive and multiplicative noise for Weiner and Gamma filters. The 

behaviour of the noise in the image is noticeable from the diagram. Wiener filters showed 

lower noise range comparing with the Gamma filter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-Additive and multiplicative noise for Weiner and Gamma filters for both image A 

and B 

 

Figure 6 shows the additive and multiplicative noise for Frost and Lee filters. The plot 

arranges the noise per cent over each other to show the effect of the filters. Moreover, the 

noise in the image was higher than that of the other filters. The advantages of Frost filter are 

that the multiplicative noise was lower than the that of the other filters and decreased with 

increasing the window filter size. 
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Figure 6-Additive and multiplicative noise for (a) Lee and (b) Frost and filters for both image 

A and B 

 

Results evaluation 
The filters were evaluated using four criterions namely MSE, SNR, PSNR, and MD. The 

results are presented in Figure 7 and shows that: Wiener has the lowest value of MSE, 

Gamma showed the lowest value of PSNR, Frost recorded the lowest value of SNR. The MD 

criteria showed that Gamma filter had the lowest values.   

From Figure 7, it can be concluded that the best filter was Wiener with window size 3x3, then 

the next filter is Lee. While the worst filters were Gamma and Frost. However, Frost filter 

results in the multiplicative noise had the lowest values. 
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Figure 7-The filters quality with different window size in (a) MSE (b)PSNR, (c) SNR, and 

(d) MD criterion for both tested images.   

 

 Noise was simulated within the standard image (Lena) which is without any noise as 

presented in Figure 8. The same values of the noise were added to the Lena image and a 

histogram was plotted to check the noise behaviour for the additive and multiplicative noise. 

The change was obvious for the image when increasing the noise value which can be seen in 

the histogram. The same procedure is presented for the Lena image for the additive and 

multiplicative noise. 
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Figure 8-The standard image with the associated histogram and (a) image with noise, (b) 

image histogram with noise, (c) additive histogram with noise and (d) multiplicative 

histogram with noise. 

 Four blocks of different locations were chosen manually within the image. Statistical criteria, 

like mean and standard deviation, were calculated for these four blocks. The same position, of 

the blocks, were considered to measure the noise for different noise ratio. The block locations 

are as dispatched in Figure 9. 
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Figure 9-The block locations used within this study for different locations. 

 

The slope from equation 16 is plotted in Figure 10 for the mean and standard deviation for 

each noise ratio.  

  

 

 

 

 

 

 

 

 

 

Figure 10-The relationship between standard deviation and mean for each speckle noise. 

Table 3 shows the slope behaviour for coherent noise, which increased by increasing the noise 

ratio. This means that the number of luck has increased with increasing the noise in the image 

which means that the distortion in the image has increased. This is considered as an indicator 

of the noise level in the image. 

 

Table 3- Statistical criteria’s speckle noise for Lena image 
Speckle noise images classes Mean Standard deviation Slope 

0.01 

a 58.6042 5.3851 

0.12 
b 154.4386 16.8117 

c 173.4887 22.3888 

d 197.1531 21.9540 

Class 1 Class 2 
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0.02 

a 59.5000 8.0104 

0.16 
b 154.0386 23.9680 

c 170.8622 28.6160 

d 197.6688 29.0880 

0.03 

a 58.9410 10.9312 

0.18 
b 154.5789 28.2697 

c 172.4386 34.9880 

d 195.2406 34.4719 

0.04 

a 59.7465 12.7783 

0.20 
b 154.0386 31.9032 

c 169.8546 39.1395 

d 197.3406 39.6390 

0.05 

a 59.3438 14.5388 

0.22 
b 154.6807 36.2452 

c 172.3033 41.6239 

d 193.7156 42.7286 

0.06 

a 59.5174 15.7345 

0.25 
b 149.8561 39.8785 

c 171.3960 46.9014 

d 192.1688 47.3277 

Conclusion 

The behaviour of the speckle noise in the ultrasound images was presented and evaluated 

using different criteria. The simulated noise in the Lena image gave a good indicator so as to 

remove the noise and evaluate the presented filters. It was concluded that one way of 

calculating noise in the image is by calculating the coherent value in the image from the mean 

and standard deviation criteria. 

The filters have different behaviour with the multiplicative and additive noise that were added 

to the image. The multiplicative noise increased with filter window size, while the 

multiplicative noise was not affected by the filter window size. 

 The additive noise, using Lee filter, increased with increasing the window size and the added 

noise ratio. However, its values are less than Frost and Gamma filters. Wiener and Lee filters 

had the lowest values in the additive noise. While Frost filter had the lowest values in the 

multiplicative noise as compared with the other filters. 

The filtering behaviour changes according to the image type. The image of ultrasound 

changes according to the human tissue or human body location under study. Therefore, the 

response of the filter changes accordingly. This was noticed e from the additive and 

multiplicative noise scale output.   
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