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Abstract  

     This paper presents an IoT smart building platform with fog and cloud computing 

capable of performing near real-time predictive analytics in fog nodes. The 

researchers explained thoroughly the internet of things in smart buildings, the big data 

analytics, and the fog and cloud computing technologies. They then presented the 

smart platform, its requirements, and its components. The datasets on which the 

analytics will be run will be displayed. The linear regression and the support vector 

regression data mining techniques are presented. Those two machine learning models 

are implemented with the appropriate techniques, starting by cleaning and preparing 

the data visualization and uncovering hidden information about the behavior of the 

smart building appliances using the energy consumption feature. Afterwards, the 

implementation of two regression models to predict total energy consumption began. 

On a hospital database, the two techniques' performances are compared and validated. 

The results achieved are promising and prove the reliability of the IoT smart building 

platform. 

 

Keywords: Smart building, Energy consumption, Internet Of Thing, Cloud 

Computing, Support Vector Regression, Support Vector Machine.   
 

تقنيات التعلم الآلي  باستعمالالتنبؤ باستهلاك الطاقة في المباني الذكية   
 

 أسامة بن سالم  *, سفيان الحبوبي 

 الإشارات والصور وتقنيات المعلومات، جامعة تونس المنار، المدرسة الوطنية للمهندسين بتونس، تونسمخبر البحث في 
 

  الخلاصة 
والحوسبة         الضبابية  الحوسبة  مع  الذكية  للمباني  الأشياء  إنترنت  منصة  تقديم  تم  العلمية،  الورقة  في هذه 

السحابية القادرة على إجراء تحليلات تنبؤية في الوقت الفعلي تقريبًا على مستوى عُقد الضباب. شرح الباحثون  
ا البيانات  وتحليلات  الذكية،  المباني  في  الأشياء  إنترنت  والحوسبة  بدقة  الضبابية  الحوسبة  وتقنيات  لضخمة 

السحابية. ثم عرضوا منصة الطاقة الذكية ومتطلباتها ومكوناتها. ثم تم تقديم مجموعات البيانات التي سيتم إجراء  
التحليلات عليها. إثر ذلك عرض الباحثون تقنيات التنقيب عن بيانات بالانحدار الخطي وبدعم الانحدار المتجه.  

هذين النموذجين من التعلم الآلي بالتقنيات المناسبة، بدءًا من التنظيف وإعداد تصور البيانات والكشف   يتم تنفيذ
المؤشرات المميزة لاستهلاك الطاقة. بعد ذلك    باستعمالعن المعلومات المخفية حول سلوك أجهزة المباني الذكية  

يتم تنفيذ نموذجي الانحدار للتنبؤ بكامل استهلاك الطاقة. تتم مقارنة أداء التقنيتين والتحقق من صحتهما. النتائج  
  المتحصل عليها في هذا البحث تعتبر واعدة وتثبت موثوقية منصة أنترنت الأشياء في المباني الذكية. 
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1. Introduction 

     Advances in wireless sensor network technologies have contributed a lot to realizing the 

modern smart home. With noticeable computing power and adapted communication protocols 

for these small devices, data is being generated at an alarming rate. 

 

     The need to capture and analyze this data has become vital to understanding and uncovering 

hidden valuable information that can have a major impact on our economy, our lifestyle, and 

even our safety. Utility companies, for example, use IoT big data analytics to recommend 

electricity bill reduction plans based on a personalized profile for each home generated by smart 

cities. Thus, it leads to reduced costs for both utility companies and homeowners, and it also 

saves energy [1]. 

 

     IoT big data analytics has many advantages because it helps understand the behavior of 

smart homes and their occupants, but it is quite difficult because it deals with massive amounts 

of data that are generated every second. Hence, a system able to manage the growing volume 

of data and analyze it in near real-time to provide actionable insights has to be set up. Yassine 

et al. [2] proposed a platform for IoT smart home big data analytics using fog and cloud 

computing. 

 

     The purpose of our study is to take a different approach from other proposals: 

• Including historical data, weather, and whether the day is a holiday to predict electricity 

consumption.  

• Test energy consumption prediction in a hospital environment with these valuable features. 

 

2. Literature Review 

2.1 IoT Frameworks 

     The Internet of Things is deeply rooted in our modern lifestyle, and it is affecting our daily 

routine from how we perceive reality to how we interact with our environment. Connected 

things have increased in the last few years, from smart watches that track our daily activity to 

smart cars that provide us with the shortest routes. 

 

     The term IoT was first introduced to the world by the British technology pioneer Kevin 

Ashton in 1999. Even though it has been around for more than two decades, there's a 

controversy among researchers, innovators, and academicians over how to define the IoT. 

A complete definition of the Internet of Things is proposed by [3]. 

 

     It is basically a giant network of connected devices that gather data and communicate 

through well-adapted protocols such as MQTT [4] and Zigbee [5]. It describes the next 

generation of the internet, in which physical objects are identified using wireless sensor 

networks (WSN) [6] and can exchange and process data in response to predefined situations. 

 

     WSN technology became popular over the last few years due to its unique characteristics: 

low cost, energy efficiency, small physical size, computational power, communication 

capabilities, distributed sensing, etc. Thus, it is the perfect fit to build a smart home where all 

appliances are connected. 

 

     A smart platform is a homogeneous setup of connected appliances that can be controlled 

remotely by the homeowner in order to provide comfort and a good experience of assisted 

living.  A smart platform can be basically divided into three layers [7]: 
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• The sensing layer: It consists of WSNs and smart meters that collect data and measure activity 

from home devices and appliances and then send it to the network layer. 

• Network Layer: It is adapted to receive data from sensors in accordance with IoT 

communication protocols like MQTT, then it sends the collected data to the next layer. 

• Application Layer: This is where the processing and analysis of the collected data happens, 

and then the insights can be clearly visualized for the user so that he can easily interact with 

these devices through an interface. This is the layer that we will be working on in this paper. 

 

2.2 Big Data analytics 

     In today's information age, where information is critical to standing out from the crowd in 

every field, 2.5 quintillion bytes of data are created every day, and this number is growing 

exponentially with the growth of the Internet of Things (IoT) [8]. Most of this generated data 

is in its raw format and cannot be exploited unless it is processed and analyzed; the ability to 

extract insights from it will lead to innovation and productivity [9]. 

 

     IBM data scientists break big data into four dimensions: volume, variety, velocity, and 

veracity [10]. These four dimensions make it easier to define the nature and the challenges of 

big data: 

• Volume: is the most important aspect of big data; from historical, unprocessed data to newly 

generated data, these massive amounts of data necessitate scalable storage capacities and 

adaptable DBMS. 

• Variety: Data exists in different forms, such as photos, videos, texts, financial transactions, 

etc. and most of this data is unprocessed. 

• Velocity: Data is being generated at an incredible speed due to mobile technologies. 

Enterprises and organizations are struggling to keep up with this rate.  

• Veracity: Data isn't always true; thus, it can be misleading. This can be due to poor quality of 

data or false information shared on social media platforms. 

    Big Data analytics is basically analyzing huge amounts of data to uncover hidden patterns 

and correlations, which can be done by applying data mining algorithms to large datasets. 

Hence, this greatly contributes to faster and more efficient decision-making [11-14]. Big Data 

analytics is made up of five steps: 

• Identifying the problem: What is the problem that needs to be solved. 

• Collecting: identify what kind of data is required to solve our problem and collect it. 

• Preprocessing: Since data is usually unprocessed, it needs to be cleaned and prepared, like by 

replacing missing values or converting a timestamp to a human-readable date format. 

• Analyzing: Once the data is prepared, apply various methods to analyze it, like data mining 

algorithms, to reveal valuable information. 

• Visualizing: To highlight the revealed information, you need to visualize it in graphs or tables. 

    Big Data analytics can be classified into four main types: 

• Descriptive analytics: It takes into consideration the historical and generated values to 

describe and summarize the data so that it can be understood by the user. 

• Predictive Analytics: It uses machine learning models to forecast what will happen in the 

future. This is the type of analysis that will be performed in this paper. 

• Prescriptive analytics: It is a step further than predictive analytics since it uses simulation 

algorithms to provide a recommendation for a possible action to be taken by the user. 

• Diagnostic Analytics: It takes a deeper look at the data through data mining algorithms to 

determine what the causes are behind a certain result. 
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2.3 Cloud and Fog computing 

     Cloud computing is a model where a user has access to physical computing resources 

remotely. It has numerous advantages, including high computing power and scalable storage 

capacities. Cloud computing can be classified into three main types [15, 16]: 

• Infrastructure as a Service (IaaS): It is the infrastructure part of the cloud that provides 

accrediting access to servers, networks, and storage space. 

• Platform as a Service (PaaS): It provides, in addition to the infrastructure part, integrated 

software like middleware and frameworks. 

• Software as a Service (SaaS): It facilitates software access by providing ready-to-use 

applications accessible via the user's web browser. 

 

     In addition to the services provided, cloud computing has become popular due to its 

scalability, where we can easily add or remove servers based on our needs. Another interesting 

feature is that you can access these services instantly, and last but not least, cloud computing 

reduces costs significantly since it is cheaper than buying and installing hardware and servers. 

 

     Unlike cloud computing, which is quite popular, fog computing is a new term for a lot of 

people. Fog computing is related to the IoT because it extends cloud services closer to edge 

devices [17, 18]. It is not another version of cloud computing; it is just a bridge between the 

edge and the cloud.  

 

     In the IoT, fog computing has many advantages since it is close to the end user; it offers 

great mobility, real-time interactions, and low latency [19, 20]. 

 

3. Materials and Methods 

     The experiments are performed on: 

• two years of data generated by appliances in a smart home in Vancouver, British Columbia, 

Canada. 

• and healthcare facility in San Diego, CA, USA. 

 

     This analysis has the goal of predicting energy consumption in a defined period of time 

based on historical data for energy consumption, the day, the hour of the day, and the weather. 

 

     This analysis is performed in the fog node as long as it is dealing with time series and 

continuous streams of data that need to be accomplished in near real-time in order to meet the 

prerequisites of applications like electricity bill reduction plans. 

 

3.1 The Almanac of Minutely Power dataset (AMPds2) 

     The data from the AMPDs2 was collected from a smart home in Vancouver, British 

Columbia, Canada. It has 730 days of captured data per meter [21]. It is publicly available for 

download from Harvard Dataverse in different formats; this dataset has 1,051,200 readings per 

meter and contains twenty-one power meters, two water meters, and two natural gas meter 

datasets [22]. It also contains hourly weather data for the same period. For this purpose, the 

researchers are only interested in the electricity datasets and the weather dataset. 

 

3.2 EnergyPlus dataset 

     The data were retrieved from the energy consumption simulation of a healthcare facility in 

San Diego, CA, USA, with EnergyPlus Version 9.0.1 software [23]. The building is a reference 

building developed by the US Department of Energy. The simulated data concerns energy 
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consumption from January 2014 to January 2020. The values in this dataset are calculated per 

hour, which gives a total of 52,584 hourly timesteps. 

 

3.3 Regression analysis techniques 

     Smart homes generate a continuous stream of data, and since they want to predict energy 

consumption based on historical data [24], the hour of the day, the month, and the weather, 

there is nothing better than a regression model to get the job done. A regression analysis is used 

to predict a variable by investigating the relationship between the dependent and independent 

variables. It is most often used for predicting prices based on given features or energy 

forecasting. 

 

     Regression models are a supervised machine learning technique [25, 26]. In this work, we 

will be interested in only two of those techniques: linear regression and support vector 

regression. 

 

     Linear regression is the most common and popular regression technique. In this technique, 

an input variable X is used to predict an output variable Y. The relationship between those two 

variables is linear and can be written like: Y=a+bX. 

 

     The researchers want to predict energy consumption of HVAC system [27] based on the 

temperature values. They can see that there's a correlation between these two variables. An 

increase in temperature means an increase in HVAC system energy consumption. 

 

      Y represents the HVAC system energy consumption, and X represents the temperature. If 

they want to predict Y for a value of X, they need to calculate the coefficients a and b. In most 

cases, measuring the error by a cost function is mean squared error (MSE), which is the average 

of the squared difference between that blue line and the data points. So, for a linear regression 

model, try to find the coefficients when the cost function is at its minimum. 

Once the regression line has been drawn with minimal error, one must be cautious in selecting 

a value X in order to avoid predicting a Y value for a value of X that is outside the data range 

[28]. 

 

     Support Vector Machine (SVM) [11] is a supervised learning model that is quite popular for 

its use in classification problems. 

 

     Support Vector Regression (SVR) is almost similar to SVM, but it is used for regression 

problems. Even though it is not as popular as SVM, SVR is an effective algorithm for real-

value dataset predictions. 

 

3.4 Data Cleaning and Preparation 

     Data cleaning and preparation is a vital step in any type of analytics since it ensures a good 

quality of data that is ready to be mined by a specific algorithm [29]. In this study, we are going 

to predict energy consumption, and to accomplish that, we only need the apparent power 

column, so only keep the date/time column and the apparent power column of each dataset. 

Merging the datasets of each appliance into one final dataset where each column represents the 

apparent power of a certain appliance. Identifying the standby power threshold of each 

appliance by plotting the graph of its energy consumption, then setting the standby power 

threshold to zero in order to be able to identify when an appliance is switched on. 
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     Once the standby power thresholds are set to zero, the hourly weather dataset is imported. 

From the weather dataset, grab only the temperature column and then replace the missing value 

with the median of the measured temperatures. 

 

     After that, merge the weather dataset with the appliance apparent power measurements 

dataset. By doing that, a lot of missing values are generated since the two datasets have different 

lengths (minutely time series versus hourly time series), so replace each missing temperature 

value with the preceding value since the temperature is the same for the same hour. Adding a 

month and an hour of the day column is necessary because appliance and user energy 

consumption behavior varies by hour and month. 

 

    Another significant variable often neglected is whether or not a day is a day off (weekends 

and holidays), because electricity usage during a day off is quite different from a typical day. 

Then, create a categorical variable column with a value of one if the day is a weekend or a 

holiday, otherwise a value of zero. 

 

3.5 Data Visualization 

     Data visualization is not less significant than other steps since it helps us uncover valuable 

information about the behavior of the smart building appliances and the occupants and visualize 

temperature variations and their correlations with energy consumption. 

 

     Another important feature that affects energy consumption is the temperature. Figure 1 

shows the temperature variations in Vancouver, British Columbia, Canada, and San Diego, 

USA, over the span of a year. 

 

 
Figure  1: Caption of temperature variations in Vancouver, CA and San Diego, USA. 

 

     As shown in the graph (Figure 2), hourly resampled data shows the same behavior of the 

appliance as minutely measured. The resampled smart home dataset in a monthly mean was 

used to verify once again the veracity of the data and estimate the fridge’s energy consumption 

compared to the whole house consumption. Figure 3 shows the fridge’s share of the whole 

house’s energy consumption over a one-year span. 
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Figure  2: The minutely energy consumption of the kitchen oven versus its hourly. 

 

 
Figure 3: The Fridge energy consumption. 

 

     During the summer, the fridge consumes a greater portion of the building's energy. Hence, 

the results confirm that the temperature has a significant influence on energy consumption. 

 

     To clearly see this correlation, visualize the temperature variations versus the energy 

consumption in the same graph. Figure 4 shows the variations in the temperature values versus 

the variations in the heat pump energy consumption. As it is shown in the graph, when the 

temperature increases, the heat pump’s energy consumption decreases, which makes total 

sense. 
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Figure 4: Heat Pump energy consumption and Temperature in 2013. 

 

3.6 Regression Models Implementation 

     The regression models will do the predictive analytics in order to predict the whole energy 

consumption based on the weather, the hour of the day, whether or not the day is a day off, the 

month, and the historical data of the energy consumption. The probability distribution for total 

energy consumption is checked. 

 

     The correlation matrix between all the columns is plotted. Figure 5 represents the probability 

distribution of the total energy consumption. 

 

Figure 5: Correlation matrix between the dataset features. 

 

     starting with linear regression and then performing support vector regression. First, we split 

our dataset into features that the model will train on and a target variable that the model will 

predict. Then, split it into a training set and a test set. 
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     An additional step is to scale the variables. Feature scaling is used to normalize the data, 

which speeds up the calculations in certain algorithms like support vector machines. Even 

though it is not necessary for linear regression since the outcome is the same whether the data 

is scaled or not, using it for both regression models allows us to objectively compare the results. 

 

• Linear Regression: Calculate the R squared, which is the proportion of the variance in the 

dependent variable that is predictable from the independent variable. According to Cohen [30], 

when the R squared is equal to or greater than 0.29, it is considered substantial. R squared for 

the linear regression model on this dataset equals 0.296.  

• Support Vector Regression: Tuning the model parameters (Gamma and C) of a Gaussian 

function to optimize the result. The Gamma parameter is the inverse of the radius of influence 

of samples selected by the model as support vectors. The C parameter gives the model freedom 

to select more samples as support vectors. R squared for the Support Vector Regression model 

on our dataset equals 0.308. 

 

4. Results 

     After implementing the two regression models and calculating the R squared for both (0.296 

for the AMPds2 dataset and 0.311 for the EnergyPlus9 dataset) for the linear regression model. 

 

      After plotting the predicted values of the smart building’s energy consumption by the linear 

regression model and the actual values in the same graph, we can identify how accurate the 

results are. Figure 6 shows the predicted values by the linear regression model versus the real 

values of the total energy consumption. 

 

 
Figure 6: The whole energy consumption predicted values by the linear regression model. 

 

     As shown in the linear regression graph, the prediction was acceptable as it clearly captured 

the shape of the curve. It didn’t perfectly predict the values, but it shows clearly the variations 

between the minimums and the maximums, and it almost encapsulates all the peaks. 
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Figure 7: The whole energy consumption predicted values by the support vector regression 

model. 

 

     By calculating the R squared for the support vector regression (0.308 for the AMPDS2 

dataset and 0.281 for the EnergyPlus9 dataset), then, in the same graph, plot the predicted and 

actual values of total energy consumption from the SVR model to see how they relate to one 

another. Figure 7 shows the predicted values by the support vector regression model versus the 

real values. 

 

5. Discussion 

     The previous predictive analytics were performed in the fog node in order to predict energy 

consumption for a specific appliance. 

 

     The analytics performed in the fog node platform included frequent pattern mining and 

clustering mining, with the goal of activity recognition that can be used in e-health (for example, 

monitoring a patient's activity at home to identify health problems). 

 

     Our approach in this paper is to perform the regression data mining technique at the fog node 

in order to predict energy consumption. Utility companies can use those predictions to 

recommend electricity bill reduction plans. It can also be quite beneficial for companies that 

are in the advertisement business, where they can use an appliance energy consumption 

prediction to pass on targeted commercials based on a specific profile. 

 

     In this study, the researchers performed two regression data mining techniques: Linear 

regression, which is a popular technique, generates the best-fitting line using ordinary least 

squares that minimizes the sum of the squared prediction error. Support-vector regression, 

which is a less popular technique, uses the same logic as support-vector machines but instead 

of predicting classes, it predicts values. 

     From the obtained results of the two models’ performances, it is quite clear that the SVR 

model generated better predicted values. Linear regression didn't capture the correct shape of 

the curve, unlike support vector regression. Thus, conducting predictive analytics in the fog 

node using the SVR model is recommended since it is helpful in dealing with limitations related 

to the probability distribution and the shape of the data. 
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     According to the results of the support vector regression graph, the prediction was accurate 

enough in capturing all the variations. 

 

6. Conclusion 

     The results obtained were promising, as the two regression models’ outputs were sustainable 

according to [30], but the support vector regression model generated better predicted values. 

Hence, SVR is the appropriate predictive data mining technique to be used in the fog node for 

smart home electricity usage measurements. 

 

    In this study, the proposed platform confirmed her reliability to perform IoT big data 

analytics and introduced a new predictive analytics technique that is quite helpful for the in-

time decision-making process. It helps electric utility companies recommend electricity bill 

reduction plans for their clients. The predictive analytics done for the entertainment equipment 

helps companies that are interested in targeted advertisements. 

 

     The predictive analytics performed in the fog node can manage the continuous incoming 

streams of data, sending the uncovered knowledge about the appliance’s energy consumption 

to the cloud. Thus, with the distributed fog node technology, smart city energy management 

can be easily handled by this platform. Although the results from the predictive analytics 

performed in the fog node were satisfying, scalability is always a major issue since we are 

dealing with big data. 

 

     In the future, it will be interesting to use appropriate tools such as Apache Hadoop to perform 

intensive big data analytics in the cloud rather than at fog nodes. In the future, it will be 

interesting to use appropriate tools such as Apache Hadoop to perform intensive big data 

analytics in the cloud rather than at fog nodes. They can also keep working on optimizing the 

computing time of the fog nodes by using different data mining techniques and moving towards 

real-time analytics. 

 

     Apart from energy consumption management, this platform can be used for managing 

natural gas and water consumption, and it can even combine them with electricity to have a 

platform able to manage these three features. Not only predictive analytics but also prescriptive 

analytics can be implemented, where an interactive recommender system can be implemented 

for the homeowners to suggest possible actions to reduce consumption and enhance the 

experience of assisted living. 
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