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Abstract

The theories and applications of speaker identification, recognition, and verification
are among the webstablished fields. Many publications aadvances in the
relevant products are still emerging. In this paper, resaatated publications of

the past 25 years (from 1996 to 2020) were studied and analysed. Our main focus
was on speaker identification, speaker recognition, and speaker verficdtie

study was carried out using tBeience Direct databasé&everakeferences, such as
review articles, research articles, encyclopaedia, book chapters, conference abstracts,
and others, were categorized and investigated. Summary of these klitdsabfre

is presented in this paper, together with statistical analyses to represent the
publications and their categories over the mentioned period. Important information,
including the dataset used, the size of the data adopted, the implemented methods
and the accuracy of the obtained results in the analysed research, are extracted from
the explored publications and tabulated. The results show that the sum of published
research articles is outnumbering other categories of publications. The number of
researches in speech and speaker identification, recognition, and verification shows
an increasing trend. Based on the normalized comparative factors of research
publications, we found that many of them reached a high level of accuracy in their
findings; hewre the significantly superior techniques were derived and discussed for
future researches. This survey paper would be beneficial for all those who wish to
enhance their researches in the area of voice identification, recognition, and
verification.

Keywords: Speaker identification, Speaker recognition, Speaker verification,
Speectprocessing.
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1. Introduction

The secrecy and protection of information of every organization is utmost impontant fo
sustainability and continuous development purposes. The methods of data and information
protection have evolved greatly as the traditional methods have been dispensed with the
introduction of modern methods based on biometric characteristics. The tdomet
characteristics are distinct from one to other human being. They can be broadly divided up
into physiological characteristics and may include fingerprint recognition, face recognition,
ear form, DNA, and behavioural characteristics. Furthermore, himnedtaracteristics may
also include speaker recognition, signature recognition, voice pattern, and gait recognition.
They can be obtained and measured from a biometric sample for the purpose of biometric
identification. Voice and speaker prints are impott features related to behavioural
characteristics for recognition, identification, and verifications of speakers. Many methods,
algorithms, approaches, and datasets are used to identify speakers with accuracy, depending
on many factors. Noise removal pess is always applied at the beginning of the
identification process to decrease the effect of noise and to gain better accuracy in the
identification results.

A general speaker identification system is basically composed of two phases; training phase,
and testing phase. These phases include several steps, as illustrataceifi:Fig
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Figure -1 A general speaker identification system

1 Speech Signal Acquisition: In this step, the speech voice is received by a microphone
sensor and converted into alectrical signal. Then, the electrical signal is converted
into a digital signal or data that is passed to the processing step.

1 Pre-processing: The digital signal is divided up into samples and then resized.
Moreover, a noise removal filter may also bedis this step.

1 Feature Extraction: In this step, many methods are applied to extract features from

the voice signal.

Speaker Vector Database: In this step, feature vectors are saved in the database.

Comparing Features: The new feature vector is compared with the database to select

the similar matching vector, which indicates that a certain speaker is identified.

= =4

In this paper, three key words, namely speaker identification, speaker recognition, and
speaker verificabn, are considered. The research works published in the Science Direct
database were studie8cience Direct offers access to a large database of scientific and
medical research with over 12 million items of content from 3&g@lemic journaland
34,000e-books. The related and required information were tracked down from various
publications and analysed accordingls part of the survey of these publications, an
extensive literature review is presented in section 2, while three search methods thsed on
adopted keywords together with analysis of results are presented in section 3. In subsections
of section 3, graphs are drawn to illustrate a visualized comparison between the number of
published items in terms of review articles, research articleyclepaedia, book chapters,
conference papers, and others. A comparison for the published research articles within the key
wor ds'’ speaker identification, speaker recoi
section 4. In section 5, tabular arsagyof the searched published and examined works is
presented. Tables are provided to illustrate a summarized analysis based on the references,
authors, year of publication, the dataset used in the research and its size, the adopted method,
and finally theaccuracy of the obtained results. The analysis techniques adopted in the paper
and the obtained results are discussed in section 6. Finally, in section 7, conclusions to our
survey are presented.

2. Literature Review

In order to situate the work presented in our study within the body of the relevant
literature, and to ensure that a useful context is provided, an overview of previously published
works on speaker identification, recognition, and verification will begmtesl in this section.

A focus is given to the research work that is published in the Science Direct database. The
organization of the section depends on the years of publications, such that the most recent
works are presented first.
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2.1 Published works in the year 2020

Vestmaret al. [1] have used the Automatic Speaker Verification (ASV) technology. The
study was carried out on voice mimicry data. The comparison was performed between the
voices of potential target speaker and hired attackers by adbtp¢ingyectors in the attacked
side, while on the other sideyeéctor technology was adopted. A similar ranking was studied
that transfers from attackers to attacks by mimicking or imitating within the ASV system.
Further investigation was conducted tackamprovements in mimicking and the variation of
properties in the voices of attackers during mimicking. Among their principal findings is that
imitating does not show a progress in attacks, when the normal voices of attackers and targets
are comparableoteach other. Additionally, untrained impersonators do not posture a high
threat towards ASV systems. A potential threat may exist in the case that an ASV system is
utilized to assault other ASV systems.

Nanxinet al. [2] investigated some issues relevamthe reliability of automatic speaker
recognition systems. Their research addressed the case of pairs of speakers that may be
identical to each other in terms of ASV. They proposed a framework that allows predicting
the safety of ASV technology in panti@r, where they analysed the performance of two ASV
systems based onvector and xvector speakers embedding. A number of 1000 target
speakers were considered to generate up to 100,000 virtual impostor samples. They obtained
the reasonable agreement bedw the false alarm rates of the generated samples and the
empirical false alarm rates.

2.2 Published works in the year 2019

The speakers who need to pass on spoken messages over separation or above ecological
commotion need to increase the strength eirtlioice by shouting. In the case of shouting,
the normal speech, and the speaker identification system, may result in significantly low
recognition performance.
Joinenet al. [3] addressed this issue, where they proposed two compensation methods to dea
with the possible mismatch that a speaker recognition system may encounter for the
abovementioned performance of the speaker identification system. Their proposed technique
was demonstrated in the feature extraction stage, where they made changesptxtitaé
envel ope’s high peak voices and brought it
significantly enhanced rate in speaker identification.

Finding the gender of people from their voice for forensic purposes, basgukboific
information extracted from speecis, an issue that was investigated by many researchers.
Under the noiseless and noisy conditions Kenail. [4] adopted various feature extraction
techniques, and their system, which is referred to as Foremside® Speaker Recognition
(FGSR), was evaluated in terms of Equal Proportion Probability (EPP) with sets of people
composed of both genders. Performance evaluation results that were presented are more
encouraging in noiseless conditions compared to noisgitons.

A scoring method that is based on distance calculation for degree of similarity 4n text
independent speaker verification was presented by Hourri and Kharroubi [5]. Their approach
stands as an alternative to stochastic models fofiridgependent speakeenification, which
is comparatively expensive. A similarity measurement method was proposed using the
speaker’s feature vectors (MFCC), i n order
specific features. Few experiments were conducted on-spee speaker recognition
systems and demonstrated better performance compared to sorkeomell approaches.

A Dual Speaker Gesture (DuG) recognition system was presented diyalAi[6]. For
this scheme, the sensing environment was used with two speakiersiiarophones. The
purpose behind this system was to care for the environmental noise, nearby human motions,
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used to control robots. Such noise and human motion affects the accuracy of recognizing
gestures and weaken the effectiveness of the interatioale. The system is also having a
fusion framework to combine a priori empirical model with a Hidden Markov Model [HMM)

to enhance classification accuracy and improve user adaptability.

Speech features that are relevant to the physical framewdthk speaker, together with
some learned habits of speaking, are factors on which most speaker recognition systems
operate. Sabatiat al. considered the case of identical twins of same gender having similar
features obviously. They reportedat only lttle research was carried out to measure the
impact of the claim that identical or matching twins coléslsen the capability of speaker
recognition systems. In their work, 167 pairs if those indistinguishable twins were studied,
and verification experimes using read and conversational speech samples were collected
from those twins [7].

In various applications in which verification processes are required, like mobile devices
and bank transactions, the biometric recognition has become familiar and eatesprhe
automatic speaker verification (ASV) allows individuals to verify their identity to an
application by comparing live collected speech sampled data with reference information
stored on the application’ s isgervacgin ASVisWi t h al
great importance because biometric data, such as fingerprints or speech, may be used to
collect a lot of sensitive information about the data subject. Trefladraddressed this issue
and proposed architecture to enable priva@serving ASV in the encrypted domain. The
authors stated that their proposed architecture is performing better than a previous scheme,
namely the homomorphic encryption (HE), where the usage of the latter encryption comes
with a rather heavy overheddading to a slow verification process [8].

2.3 Published works in the year 2018

Georgeet al. used the Cosine Distance Feature (CDF) technique for extracting speech
features to propose a distardu#sed representation. They achieved this by encoding the
cosine distance betweeivectors of the utterances belonging to target speaker and reference
speakers. They used CDF with a Support Vector Machine (SVM) classifie-8¥dH, and
found that the reference speakers are more important to discriminate hspezdkers who
are highly close in acoustic similarity to the target speaker. In addition to that, the speaker
specific CDF showed that the acoustic similarities between the target and reference speakers
are best captured using an intersection kernel S\iMrev each target speaker has specific
subset of most acoustically similar reference speakers [9].

Vestmanet al. presented a paper in which they addressed the problem of incompatible
speaking styles made by the speaker. They focused on whispering being thmavays of
hiding one’'s speaker identity. Al t hough a w
intensity and therefore disposed to distortions. Results of the experiments applied in this
research indicated that the testing result of nomviasper mismatched conditions improves
speaker recognition performance byl@% over the standard MFCC features in relative
terms using the FDLHVLP features [10].

Implementation of speaker recognition for speech samples related to Hindi speakers was
presented by Mauryat al. [11]. They used Mel frequency cepstral coefficieetctor
guantization (MFCe&vQ) for the text dependent phase, while Mel frequency cepstral
CoefficientGaussian mixture model (MFCGMM) was used for the text independent phase.

In this research, more than 270 trails for both genders were tested, and the accuracy was
found to be higher in the case of text dependent recognition.

Athulya and Sathidevi stated that when some investigations require speech biometrics as
evidence, thg are usually found to be highly distorted [12]. In their research, they considered
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a noticeable distortion introduced by the speech codec, where some of the-speakier
features are either removed or distorted, causing reduction in the speakeratuanif
accuracy. The paper quantified the effect of distortion on frequently used sppeak#ic
features, such as Mel Frequency Cepstral Coefficients (MFCC). The paper adopted the feature
which is least affected by the codec of Power Normalized Cégxtefficients (PNCC) and
proposed a slight modification as an improvement to the verification accuracy. The modified
PNCCs (MPNCC) helped in reducing error rate.

For the purpose of speech recognition, a low dimensional speaker and channelrdepende
space was defined by Ibrahim and Ramli [13]. They used a simpletor factor analysis for
the defined space, which was referred to as total variability space, since it models both
speaker and channel variability. A database for an identificatioa systt hat i dent i f i
sound was used, with parameters of the system are initially tuned with some value. The effect
of the tuned parameter was assessed and the computation time was recorded.

2.4 Published works in the year 2017

The SVM, DynamicTime Warping (DTW), and Gaussian Mixture Model (GMM)
techniques were used by Ding and Shin in [14] for verification, identification and recognition
of speakers to develop a Kinect microphone array based to control humanoid robot via speech
and speaker regnition process. With this proposed scheme, authenticated users can control a
humanoid robot through voice commands. The user legitimacy has to be first verified by the
robot, together with the command validity, before executing a voice command.

The task of speaker verification is undoubtedly difficult in deliberate situations in case of
speakers purposely mask their own identity. Hautaregid. [15] have presented a research
approaching voice mask or disguise from the view point of acoustidgb@rceptual analysis
using a sample of 60 native male and female Finnish speakers producing utterances in normal,
intended young and intended old voice modes. Among their investigations in this research is
to study the effect of disguise as a relativargfe in fundamental frequency (FO) and formant
frequencies (F1 to F4) from modal to disguised utterances. They also considered affecting
factors from the I|istener’s side. The resea
easy or difficult byan ASV system may also be categorized similarly for the average listener.

The investigation on the effect of Arabic phonemes on how speaker recognition systems
are performing was studied by Alsulaimanal. [16]. They revealed that some Arabic
phonemes are strongly affecting the recoghni
findings showed that rates of recognition for Arabic vowels were all above 80%, while for the
consonants, the rate varied from very low (14%) to very high (94%). Td buhigher
performance speaker recognition system, the recommendation of this research is to segment
the most effective phonemes and use the research findings.

As a speaking style, the whispered speech is featured by its reduced possibly for proper
recognition. It contains considerable information about the intended message and speaker
identity and his/her gender that can lead to accepted recognition and hence verification. In this
regard, Sarrid’aj and Falk [17], reported two limitations in relevaecognition systems.
Firstly, the use of conventional features (e.qg.-freduency cepstral coefficients, MFCCs)
does not deliver adequate speaker judgement between whispered and rAainoradied
speech. Secondly, training on both types of speech mhgnee the whispered speech
performance, but it will be on the expense of normal speech. Their research objective was to
deal with the two stated limitations by recommending three new features, which when fused
at the score level, gave results that aresi@red reliable for both types of speech, normal
and whispered.
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Ghoniem, and Shaalan [18] presented an Arabiciteldpendent speaker verification
system. In this research, new speech features denoted as Wavelet Packztdetonal
Features\WPFDF) were proposed for speaker characterization. Furthermore, a Fuzzy Hidden
Markov Model (FHMM) was also proposed, aiming to enhance the speaker verification.
Researchers here stated that the kernel fuzmgans (KFCM) is extended to calculate fuzzy
memberships of HMMs training samples, leading to a reduction in information loss as well as
a noticeable increase in the recognition rate.

A recognition system was presented by Pauletsal. [19], in which both spectro
temporal features and voiseurce €atures are used for implementation. In this research, it
was stated that the accuracy of recognition systems relies on the methods used in extracting
features from the speech signal, modelling methods, classifiers used in speaker identification,
as wellas the amount of data available for training and testing. For the system proposed in
this paper, two different classifiers were used and the accuracy rates were compared.

2.5 Published works in the year 2016

Wanget al. stated that degradation in speaker verification performance is found when the
input speech is tested over a long period of time and at different sessions [20]. In order to
overcome the problem, they presented speech database, which is especiallyl dollgiatev
how speaker’ s per f orema Mhegfurthex gxplorea ang examined h e |
the issues in the frequency domain by underlining higher discrimination for sysgeasiic
information and lesser sensitivity to information that are tiglated and sessiespecific. F
ratio was used as a criterion to find the figure of merit to judge the collected information and
to determine a compromise between them. Tiiatié relates to the pidtering frequency
warping and the podiitering filter-bank outputs weighting. The proposed approach, which
was claimed to perform well, was also tested by the use of the NIST SRE 2008 database.

Combination of the human senses of sight and hearing can be used to achieve what is
referred to as sitti@nal awareness. Microphones for audio and cameras for video, in
cooperation, wer e f useaa. [2&]atdsemanmti¢ abgfracaonseudingb y D
different levels. The system presented in this research is to detect and follow a speaker who
has a relative freedom to move within an area that is larger than a round table. Among the
research findings is that the overall multimodal follower, which is tracking the speaker result
in better reliability than single modality systems, and the advapeddrmance given by the
audic-video integration and fusion, showed better tracking precision and speaker recognition.

A featurelevel and scordevel fusion approach was presented byetLal. in [22]. For
both text independent and text dependgmeaker verification, the researchers combined
acoustic and estimated articulatory information. In this study, the improvement of speaker
verification performance by merging dynamic articulatory information with the conventional
acoustic features was algwesented. Because measuring of articulatory data is relatively
having little feasibility in many real world applications, researchers were pushed to
experiment with estimated articulatory features obtained through actmstitculatory
inversion. Featte-level and scoréevel fusion methods were explored and the overall system
performance demonstrated significant enhancement, even with estimated articulatory features.
X-ray Microbeam database and the RSR 2015 database were used during experimentation.

Investigation on measures of speech quality that are related to the Speaker Verification
(SV) performance was the motivation behind the research presented by \éilalb§3]. In
that research, measures like modulation index, sigrabiseratio (SNR), number of speech
frames, as well as shimmer, jitter, JFA, and probabilistic linear discriminant analysis models,
were analysed. Furthermore, a measure based on the vector Taylor series (VTS) was
proposed, while Bayesian networks were useddmline these measures and produce a
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probabilistic reliability measure. Bayesian network was trained on NIST SREO08 distorted
with noise and evaluated on a distorted version of SRE10.

Rao and Mak were inspired by taking advantages of empirical kernel maps an
incorporating them into a more advanced kernel machine called relevance vector machines
(RVMs) [24]. Extensive analyses on the behaviours of RVMs were reported in this paper,
together with providing insight into the properties of RVMs and their apicatin
vector/PLDA speaker verification. Their results stated that PEHRMM is much sparser than
PLDA-SVM.

Since the variations in samples are among the main complications associated with
speaker recognition, an update for both online and offline femtogether with model update
techniques were considered by Anggal. [25]. They adapted the Vector Quantization (VQ)
approach for feature update, while Gaussian Mixture Model (QMM) approach was considered
for model u petiah tnethods, whil were aipdatisg the feature automatically in
accordance with the biometric sample variations over time, improved the recognition
accuracy and reduced the classification errors for voice recognition systems. The templates in
the presented approach were tommelly adapted based on seswuipervised learning
strategies.

2.6 Published works in the year 2015

The cases of mismatch conditions occurring during the performance of automatic speaker
recognition were considered by Chougule and Chavan [26]. Theggmo@a spectral feature
set, called NDSF (Normalized Dynamic Spectral Features), with a magnitude spectral
subtraction being performed on spectral features for compensation against additive noise.
They further applied modifications using tirddference aproach followed by
Gaussianization Nehnearity to compensate the effects of channel mismatch and handset
transducers. The performance of the proposed feature set was compared with conventional
cepstral features, like mélequency cepstral coefficientsrom the studies presented in the
research, which were performed on two databases, it was observed that the spectral domain
dynamic features reduced the additive noise and channel effects caused by sensor mismatch
and hence enhanced the robustness.

Approaches of extracting and using features from deep learning models for text
dependent speaker verification were presented byetLil. [27]. The motivation of their
research was that deep learning has not been thoroughly explored and accepteakéor spe
verification as for speech recognition. In their approach, it was proposed that outputs from
hidden layer of various deep models are employed as deep features-fapentent speaker
verification. Four types of deep models were investigated. Thpoped approaches were
evaluated on the RSR2015 data corpus. The experiments showed significant performance
improvements compared to the traditional baselines.

The performance of three modern speaker verification systems armekpert human
listerers in the presence of voice mimicry were compared by Hautahdki[28]. The goal
of the research was to gain an understanding on how weak speaker verification systems are to
mimicry attacks and to compare them to the performance of human listenersesBarch,
which adopted material in Finnish language for the study, found that the mimicry attack
decreased slightly for Gaussian Mixture Motliliversal Background Model (GMNIBM),
while for i-vector systems, the Equal Error Rate (EER) increased. Tii@mance of the
human listening shows that mimicked speech increases the difficulty of the speaker
verification task. It was also found difficult to recognize persons who are intentionally
concealing their identity.

3262



Mohammed et al. Iragi Journal of Science, 2021, Vol. 62, No. 9, pp: 3255-3281

Haris and Sinha [29] exploredetuse of lowcomplexity datandependent estimates for
reducing the dimensionality of GMM super vectors in context of speaker verification (SV).
They adopted the NIST 2012 SRE task using a-statee-art PLDA based SV system and
used sparse random matfor driving their estimates. They further explored decimation and
used them as speaker representations. They also proposed a speaker verification system that
exploits the diversity among the representations obtained by using different offsets in the
decmation of super vector.

In speech acquisition, it is often possible to practice clipping as a mean of storage
utilization due to the limited numerical range or the -inear compensation of recording
devices. Clipping is unavoidably changing the spectrum of speech ssigaaising partial
distortion for the speaker information contained in the signal.eBial. investigated the
impact of signal clipping on speaker recognition and proposed approaches for both clipping
detection and signal reconstruction based on deemlneetworks (DNNs) [30]. Results of
this research reported that clipping affects the performance of speaker recognition, but the
impact is slightly marginal if the clipping rate does not exceed 80%.

A common practiced o p oiceahnditoconcealdheircidertity e p e «
voice transformation. Despite the fact that this practice may present threats to security, few
efforts have been reported on the recognition of hidden speakers from such disguised voices.
Wang et al. (31) proposed caiermeasures to erase the disguise effects and verify the
speaker's identity from voice transformation disguised voices. The reported results of this
proposed system stated that when countermeasures were adopted, the verification
performances showed sigicdéint improvement with Equal Error Rate (EER) lowered te-3%

4%.

Despite the expanding motion to develop spoofing countermeasures for automatic
speaker verification, the problem is still requiring more efforts towards effective solutions,
and biometric sysims remain vulnerable to spoofing. Wlual. [32] presented a survey of
relevant literature and identified the directions of priority research in this area. They
summarized previous studies involving threats such as impersonation, replay, speech
synthesisyoice conversion, and spoofing attacks. The survey also presented recent efforts to
develop dedicated countermeasures, together with some recommendations, such as the lack of
standard datasets and the efiting of existing countermeasures to speciknpwn spoofing
attacks.

2.7 Published works in the year 2014

Signal inconsistency due to environmental and acquisition channel factors is imposing a
practical difficulty on speaker recognition. The noise affecting the voice signal varies greatly
and a piori noise model is usually unavailable. To deal with this issue, Goviatlah
proposed a speaker recognition procedure that employs an adaptive wavelet shrinkage method
for noise suppression, where wavelet-balnd coefficient thresholds, which are podional
to the noise contamination, are automatically computed [33].

A text-independent speaker recognition system was proposed by Madikeri. This work
used the conventionatviector modelling and a hybrid Probabilistic Principal Component
Analyss (PPCA), which was tested by the total variability space (TVS) [34]. The research
stated that the adopted approach showed a considerable decrease in development time, while
the time required for training and testing remained unchanged. Speaker reoognitio
performances were studied on the telephone conditions of the benchmark NIST SRE 2010
dataset with systems built on the Mel Frequency Cepstraifitxent (MFCC) feature.
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HernandezSierraet al. [35] proposed the use of a binary matrix to repmesespeech
extract. In this matrix, each acoustic frame was represented by a binary vector. The proposed
representation relied on the Universal Background Model (UBM) paradigm but it shifts the
speaker recognition workspace from a continuous probabitste discrete binary space,
allowing easy access to the speaker discriminant information. Additionally, the research
proposed new variability compensation method in order to remove the unwanted attributes of
session variability and the common attributesoag speakers. Experimentations showed an
Equal Error Rare (EER) improvement from 42% to 61%.

In a research presented by Smith, it was stated that much of the acoustic variation
between the voices of men and woman is due to changes in the anatomical mechanisms for
producing speech [36]. In his study, he proposed a measure to the duratioedreq
discriminate whether a brief vowel segment was spoken by a man or woman, as well as the
duration needed to correctly recognize what vowel was spoken [36]. The results from this
research showed that reliable vowel recognition preceded reliabknetd on speaker sex.

Kreitewolf et al. [37] presented a work in which they tried to clarify the role of left and
right hemispheres in the neural processing of linguistic prosody by using two functional
magnetic resonance imaging (fMRI) experimenls one experiment, the researchers
controlled for stimulus influences by employing a prosody and speech task using the same
speech material. In the second experiment, however, it was investigated whether a left
hemispheric involvement occurs when lindguisprosody is contrasted against other -non
linguistic processes (i.e., speaker recognition). The results showed that the processing of
linguistic prosody involves both hemispheres. They proposed that recognition of linguistic
prosody is based on an irteemispheric mechanism. The mechanism is involving both a
right-hemispheric sensitivity to pitch information and a-legimispheric dominance in speech
processing.

Kernel methods, including kernbbhsed speaker verification, are powerful technigoat t
were applied to pattern recognition problems. Chen [38] proposed kernels, which were
referred to as the LIRased kernels and being derived by the Likelihood Ratio [LR) test, in
attempts to integrate kernel methods with theldzRed speaker verificatidramework while
an LR is embedded in the kernel function. The proposed kernels were claimed to have
advantages over the existing methods and they outperformed conventional speaker
verification approaches.

Larcheret al. [39] presented an evaluati protocol for the three main parts of the
RSR2015 database, which was developed by the Institute for Info COMM Research (I2R) in
Singapore. The research also presented the results of two speaker verification systems: The
HILAM system, based on a thrgyer acoustic architecture, and awmector/PLDA system.

As far as the research community is concerned, this research was considered as a reference
performance evaluation scheme of RSR2015 database.

The importance of sterdmased stochastic feature compeéiosa (SFC) methods for
robust speaker verification (SV) in mismatched training and test environments was explored
by Sarkar and Rao [40]. They proposed the application of Gaussian Mixture Model {(GMM)
based SFC methods in an SV framework for backgrounck mmmpensation. Features, that
were extracted from a speaker's noisy and clean speech utterance (stereo data), were used to
build front end GMMs. The results from this research reveal that the proposed Speaker
Verification (SV) systems outperformed baseli®V systems in mismatched conditions
across all noisy background environments.

An overview of the effective utilization of multiple utterances for speaker enrolment
from a practical viewpoint was presented by Rajaal [41]. Expressions for thevaluation
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of the likelihood ratio for the mukenrolment case, together with details on how to compute
the required matrix inversions and determinants, were provided. The results obtained from
this research indicated that mutndition training is mar effective in estimating the
Probabilistic Linear Discriminant Analysis (PLDA) hyperparameters than it is for likelihood
computation. Further results supported a conclusion thettor averaging is a simple and
effective way to process multiple enrolmerterances.

A simplified and supervisedvector modelling approach was presented bgtlal. [42].
The research suggested applications to robust and efficient language identification and
speaker verification. The supervisedectors were optinzed such that they reconstruct the
mean super vectors and minimize the mean square error between the original and the
reconstructed label vectors. Factor analysis (FA) was performed on theorpralized
centred GMM first order statistics super vector. lbgl table of the resulting matrices
against the frame number s’ |l og values was co

2.8 Published works in the year 2013

For the multipoint conference, a method for dominant speaker identification was proposed by
Volfin and Cohen [43]. The mivation of this research is the need for reducing the amount

of information that flows through the system during a mudint conference, where routing

and processing of the aueisual information is very demanding on the network. The
proposed approachssumes the use of speech activity information from time intervals of
different lengths. The results reported about this system indicated reduction in the number of
false speaker switches and improved robustness to transient audio interferences.

It is technically accepted that, at neutral talking environments, speaker recognition
systems perform almost ideal, while a low performance of such systems is exhibited in
emotional talking environments. This fact has motivated Shahin to present his resbarich,
is based on investigating the issue by testing a database composed of 50 speakers talking in
six different emotional states [44]. Experiments adopting speakers on neutral, angry, sad,
happy, disgust, and fear sates showed improvement rates on rspdeakéfication
performance with 5.61%, 3.39%, and 3.06% compared to other published models.

Talkers, who may try to protect privacy and to avoid certain content from being
overheard or made public, may use whispered speech as an alternative to the normal neutral
speech. Automatic speaker identification systems trained with neutral spescliace a
degraded performance in identifying a whispered speech. A feature transformation method
was presented by Fan and Hansen [45]. The proposed method leads to identifying the speaker
ID on whispered speech without using whispered adaptation datatést speakers. Three
estimation methods were applied, including convolutional transformation (ConvTran),
constrained maximum likelihood linear regression (CMLLR), and FA.

Pekhovsky and Sizov presented a comparison of speaker verification shstesason
mixtures of probabilistic linear discriminant analysis (PLDA) models with Gaussian priors in
a total variability space for speaker verification [46]. While considering the limitations of
training database sizes, the research further analysed otiditions under which this
application is advantageous. The results presented in this research indicated that a
combination of a homogeneouss/actor extractor and a mixture of two Gaussian PLDA
models is more effective than a crasgnnel {vector extrator with a single Gaussian
PLDA.

Automatic speaker verification systems are facing the challenge of detecting the effects of
vocal ageing. Kellyet al. presented their work in which they used a stacked classifier
framework as a solution to speakegrification across ageing, by combining ageing and
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quality information with the scores of a baseline classifier [47]. An evaluation of a baseline
Gaussian Mixture ModeUniversal Background Model (GMMUBM) system on a suitable
database showed a progressoegradation in genuine speaker verification scores as ageing
progresses.

In rapid detection and tracking strategy, a current speaker is required to be identified as
an accepted member of an enrolleg@t group or rejected as an-afitset speake Hanseret
al. proposed a scoring algorithm that combined log likelihood scores across an-energy
frequency grid [48]. In this model, the hignergy speaker dependent frames were fused
with weighted scores from lownergy noise dependent frames. Theeaesh stated that
keeping a balance between the speaker versus the background noise environment helped in
realizing an improvement in the overall equal error rate (EER) performance.

Kua et al. [49] presented a paper in which afrveictor based sparse repegtion
classification (SRC) was proposed as an alternative classifier to support vector machine
(SVM) and Cosine Distance Scoring (CDS) classifier. The proposed classifier allowed the
supports to be adapted to the test signal being characterized ek, fitrdid not require a
training phase.

An automatic speaker age and gender identification approach was proposeet [ay. Li
[50]. The presented approach combined seven different methods at both acoustic and prosodic
levels to improve the baseé performance. Additionally, four subsystems were proposed,
which were demonstrated to be effective and able to achieve competitive results in classifying
different age and gender groups. To further improve the overall classification performance,
weighted summatiotbased fusion of these seven subsystems at the score level was exhibited.

The effects of training and test data dur a
speaker recognition systems was tiomaldabsifie’ed by
were used for speaker recognition [51]. The experiments were conducted on NIST 2002 and
NIST 2005 speaker recognition evaluation (SRE) databases. The results indicated that
recognition performance degraded when short utterances werdongeaining and testing
data. Authors of this paper stated that recognition rate was found to be independent from the
recognizer (e.g., equal error rate (EER) reduces from 10.33% to 27.86% on NIST 2005) and
GSV-SVM system yields higher EER than other hoels in the case of using short
utterances.

Note thatthe lower the equal error rat&ER)value, the higher the accuracy of the system.

Ergonomic constraints and limited amount of computing resources were among the
motivations of Larcheet al. while presenting their study about speaker recognition engines
working on mobile devices [52]. Such systems may show efficient performance in classical
context; however, their limitations will appear when restricting the quantity of speech data. To
overcane this limitation, harnessing of the temporal structure of speech, using- client
customized pasghrases and new Markov model structures, was assumed as a suitable
solution.

A combination of modified linear prediction coding (LPC) with wavelet transforrii)(¥r

speaker identification, referred to as (AFLPC), was proposed by Daqroug and Al Azzawi

[ 53] . The distinguished speaker’s vocal tra
technique and the size of a s ppeank & genatic f eat |
algorithm (GA). Because of its rapid response and ease in implementation, the Probabilistic
Neural Network (PNN) was applied for classification. The results of this research stated that

the PNN classifier achieves a better recognitioe (87.36%), by using the wavelet packet

(WP) along with an AFLPC that is termed WPLPCF feature extraction method.
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In the work presented by Sekar, the speech was converted into spectrogram, where an
efficient representation of the speech signal m fibrm of pattern was utilized [54]. Image
processing techniques were applied for the analysis and implementation of a text independent
speaker identification system, where Radon Transform (RT) and Discrete Cosine Transform
(DCT) were used to extract thedtures. The algorithm was tested and evaluated and the
effect of number of Radon projections and DCT coefficients were analysed.

2.9 Published works in the year 2012

A new method of extracting the speech feature parameters for nonlinear and non
stationary signal based on the Hilbkiwang transform (HHT) algorithm was presented by
Liu et al. The speaker identification system was designed based on the Vectdrz&ian
(VQ) [55]. Experiments on the system were carried out at different situations and showed that
the system is feasible for speaker recognition.

Some speakers may possibly be linked with a field of expertise, like broadcast news or
parliamentay speeches. Baum explored how topic information for a segment of speech,
extracted from an automatic speech recognition transcript, can be employed to identify the
speaker [56]. The researcher identified two methods for modelling topic preferences, one is
based on speakeharacteristic keywords and the other considered automatically derived
topic models to be assigned as topics to the speech segments. The proposed methods were
tested on political speeches given in the German parliament by 235 politicchfsuad that
topic signs do carry speaker information.

Some hardcore processors are having an embedded speech recognition system, which
normally requires a considerably long time on train and recognitioet. dli [57] addressed
this issue and prested an FPG/ased speech recognition system implementations platform
with the principle of vector quantization. The parallel hardware structure of the proposed
system was implemented and tested. The results indicated a reduction in the time consumed
for the training and recognition processes.

In order to match the noisy speech statistics to the clean speech, and to get a robust
automatic speech and speaker recognition in noisy acoustic scenarios, feature coefficients are
normalized. Squartinet al. stated that Histogram Equalization (HEQ) proved to be an
effective normalization and transformation algorithm [58]. In their research, the presence of
multi-channel acoustic channels was used to enhance the statistics modelling capabilities of
the HEQ algrithm.

Krishnamoorthyet al. presented their work, in which they proposed that under limited
data condition, the speaker recognition performance may be improved by controlled noise
addition [59]. The problem of limited data for training and testing waslved by noise
values being added at very high Signal to Noise Ratio (SNR), where the added noise values
caused an increase in the number of feature vectors being viewed as different instances of the
given data. Research results indicated a performan¢8.20% with the use of limited data,
and 80% using both limited and noisy data.

2.10 Published works in the year 2011

A comparison, in terms of performance between the Discrete Fourier Transform (DFT)
and the Discrete Wavelet Transform (DWT), wa®sented by Turnegt al. [60]. Both
algorithms are widely applied with speaker recognition systems for extracting features from
raw speech to capture the unique characteristics of a certain speaker. The results of this study
emphasized a fact that DWTfasvoured over the DFT in a wide variety of applications.
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The T and Znorm score normalizations, that are widely used in speaker verification
systems, require selection of a set of utterances in order to estimate the impostor score
distribution. Apsingekaret al. [61] presented a study in which they investigated basing the
utterances selection on speaker model clusters. They further proposed three normalization
techni ques,, nMih&Cngrm. Theeesulis of their study indicated thatds
possible to lower the equal error rate and minimum decision cost function.

S a det @. [62] presented the common vector approach (CVA) to be used for text
independent speaker recognition. They further compared the performance of this approach
with Fisher’s Linear Discriminant Analysi s (
The results indicated that CVA has advantages in terms of processing power and memory
requirement.

A speakefindependenhidden Markovmodel HHMM) - based voice conversion technique

was proposed by Nose and Kobayashi. The study included ca®eshdent prosodic
symbols obtained using adaptive quantization of the fundamental frequency (FO) [63]. The
input utterance of a source speaker was decadeghonetic and prosodic symbol sequences

and the converted speech was generated using the decoded information. The promising results
of this study for Japanese speech demonstrated that the adaptive quantization method gives
better FO conversion performanthan the conventional one.

Automatic Speaker Verification (ASV) has received a lot of attention in recent years.
Optimizing the dimensionality of feature space by selecting relevant features was the
motivation of a study presented by Nemati andiB§64]. The proposed feature optimization
method of this study was based on ant colony optimization (ACO) algorithm. In the method,
and after feature reduction phase, feature vectors were applied to a Gaussian mixture model.
The experimental results i@ted that, with the optimized feature set, the performance of the
ASV system was improved, and the speed of verification was significantly increased.

The impact of three special forms of the Minkowski metric on the performance of the
conventional ector quantization (VQ) and Gaussian mixture model (GNdsBed closedet
textindependent speaker recognition systems was evaluated in a study presented by Hanilgi
and Ertas [65]. I n addition to the evaluat,
confidence on decisions, the study made a comparison of results obtained from evaluations on
clean speech and telephone speech databases.

3. Research Methodology

The research methodology, based on the adopted keywords, is divided up into three parts.
Graphsillustrating a comparison, in terms of numbers, between published works in speaker
identification, published works in speaker recognition, and published works in speaker
verification, are presented in the first three subsections. While, the fourth sobsect
considering the research articles being the majority in their numbers as per the graphs. An
analysis in a tabular form is shown and, for each considered paper in the analysis, the year of
publication, authors, the dataset and size of the datasendthodology adopted, as well as
the accuracy of the obtained results, are presented in the tables.

3.1 Speaker Identification

The search was conducted until March 2020 for the relevant works published within a
period of 25 years between 1996 to 20th e keywor ds “speaker iden
and the search revealed a total number of published works being 34395 items. This number of
published items was found to be gradually increasing through the included years, from 1996
to 2020, as shown in Rige-2. Research articles are forming the majority among the searched
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items with a number of 22869 articles. One considerable observation is that the published
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research articles at the last two years, for the adopted keywords, exceeds 2000 items.
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Figure-2 Published works in Science Direct Database about speaker identification for the years
(1996-2020)

3.2 Speaker Recognition

During the same time (i.e. March 2020), we also performed a similar search for the same period of 25
years (1996 to 2020) . The keywords wused this ti
with a total of published works being 35510 items. In alamtrend, the number of publications is

also increasing through the years from 1996 to 2020. This fact is shokiguie-3, together with

another observation about the number of research articles being the highest among other items. The
total number ofpublished research articles is 23207 and the number of articles published within the

last two years alone is more than 2000 research articles.
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Figure -3 Published works in Science Direct Database about speaker recognition for the yea)@®96

3.3 Speaker Verification

As far as the search for published work in the fafldpeaker verification is concerned, a
search was done on the month of March 2020 for the 25 years ranging between 1996 to 2020.
The keywords used this time are “speaker ve
came out of the search is 22074 igenin harmony with the other two searches, the number of
published items is in a gradual increase throughout the considered years (1996 to 2020), as
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shown in figure 4. Moreover, a noticeable part of this search is occupied by the research
articles which ee forming the majority, with a total number of 16182 articles. The published
research articles at the last two years are about 1500. For the year 2020, however, the above
data are collected for the first three months only.
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Figure -4 Published works in Science Direct Database about speaker verification for the year202@P6
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4. Comparing the Published Research Articles

The most important weight of the published works is focusing on research articles. Thus,
in this section, we try to compare the published research articles within the key words
“speaker identification, s p e ak e rperiodebetwegm i t i or
1996 to 2020. Figure 5 shows the comparison of the number of published research articles
between these three items, in which it increases gradually between 1996 to 2020. In addition,
both speaker identification and speaker recognition hiagentost effective weights of the
published articles. It should be considered that, for 2020, the search was conducted only for
the first half of the year. From this search, we can identify that the published articles on
speaker recognition have the modeefive rank, followed by speaker identification and then
speaker verification.
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Figure -5 Comparing the published research articles in Science Direct Database for the yea2OpI996

In the beginning of the time period covered by this survey, Essarch was conducted on
speaker verification as compared to speaker identification and verification. In the period from
1996 till 2011, speaker recognition was an attractive area for researchers as compared to
identification and verification. Later, thegearch focus and attraction was diverted to the area

of identification, a trend which is still going on. It is worth mentioning that that above data
includes the first three months only of the year 2020.

5. Analysis of the Published Research

As statedoefore, we divided the search into the three categories of speaker identification,
speaker recognition, and speaker verification, which are demonstrated in tables 1, 2, and 3
respectively. Table 1 shows five published researches focusing on speakédicadiemt] in
which different methods were applied on different databases, attaining accuracy values
between 81 and 97 %.
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Table 1 - Extracted summary dive published researches relating to speaker identification

Ref. Data size Method /

No. Authors Year Dataset (Speakers)  Technique Accuracy

1 lana Volfinetal. 2013 TIMIT - Binomial and
Bin-Seq

2 Ismail Shahin 2013 Collected 50 CSPHMM2s 81.50%

. ConvTran, Up to

3 Xing Fanet al. 2013 TIMIT 20 CMLLR, FA  88.87%
Modified o

4 Khaled Dagrouq et al 2012 GMM 47 LPC & WT 97.36%

5 K. Sekar 2012 BCS RT & DCT 96%

database

Table 2 shows thirtywo published researches focusing on speaker recognition, in which
different methods were applied on different databases, reaching accuracy values between 80
and 100 %. TIMIT database was the most applied database and MFCC was thesedost
method.

Table 2- Extracted summary dhirty-two published researches relatingst@aker Recognition

Ref. Data size Method /
No. Authors Year Dataset (Speakers)  Technique Accuracy
6 Jesus Villalbat al. 2020 \1/02xCeIeb 1000 Differentmethods  -----
7 EmmaJokineetal. 2019  nvate 22 MFCC 80.3%
database
8  OuassilaKenatal. 2019 NOISEX 0 MECC 98%
database
9 Haojun Ai et al. o019 ~ Lrivate 10 hidden  Markov g,
database model
. Collected
10 Slone B. S 9519 iwing 167 GMM e
’ database

11 Ville Vestmanetal. 2018  TIMIT data  ----- timevarying linear _Improved

prediction 9%
Private
12 Ankur Mauryaet al. 2018 15 MFCC-GMM 94%
database
13 Noor Salwani Ibrahim 2018 USM 2656 _b|0 D|men§|onallty 91%
etal. database acoustics  Reduction
. Collected
14 Ing-Jr Ding et al. 2017 10 SVD, GMM, DTW 85%
database
15 2’:2"‘50” Alsulaiman og17 . survey Up to 94%
TIMIT
16 Suma Pauloset al. 2017 630 MFCC 89%
database
17 Eleonora D'Arcatal. 2016 Private MFCCs 94%
database
ELSDSR &
18 Anzar S.M.et al. 2016 ELDASR 50 VQ & GMM 93%
Normalized
MVSR & . Up to
19 Sharada Vet al. 2015 Hindi 100 Dynamic Spectral 100%
Features
20 Fanhu Biest al 2015 NIST 51 GMM-UBM 80%
' SRE2008 °
Sumithra TIMIT
21 Manimegalai 2014 King 630 ABWS 80%
Govindanet al. database
22 Srikanth R. Madikeri 2014 ;‘ig SRE hybrid FAIPPCA  70%
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Gabriel Hernandez NIST SRE improved
23 Sierraet al. 2014 2005 124 LDA-WCCN 61%
24  DavidR.R.Smith 2014 collected g4 speakeisex 75%
data discrimination
25 Jens Kreitewoletal. 2014 MRI data 19 LCD projector 92.67%
EER
26 ;Ic’h” H. L. Hanseet o415 it 60 frzﬁtﬁleorr‘]‘fr{ improved
: P g 10.8%
MFCC, SVM, improved
27 Ming Li et al. 2013 Different ~  ----- GMM, SVM + P
k : up to 5.6%
450-dimensional
GMM-UBM, VQ- 0 jced u
28 Cemal Hanilgiet al. 2013 NIST 2005 616 UBM, SVM- P
to 27.86%
GLDS GS\W\-SVM
L Collected Up to
29 Liwei Liu et al. 2012 data 40 HHT-IF and LPCC 100%
. Collected Improved
30 Doris Baum 2012 data 253 SVM and LDA EER 8.6%
31 Jingjiao Liet al. 2012 - e MFCC and VQ 93.3%
32 Stefano Squartini et 2012 FAK_5Aoft 104 H|stogram 81.08%
al. heAurora2 equalization
33 o Krishnamoorthyet 54,1 7 100 MFCC and GMM  Up to 80%
34 Claude Turneet al. 2011 TIMIT 16 DWT & DFT improved
3 Sel amietaBad 2011  TIMIT 20 CVAandGMM P10
100%
ATR
36 Takashi Noset al. 2011 Japanese = ----- HMM Up to 92%
speech
- TIMIT 630 o
37 Cemal Hanilciet al. 2011 NTIMIT 168 VQ/GMM Up to 70%

Table 3 showswentynine published researches focusing on speaker verification, in which
different methods were applied on different databases, reaching EER improvement between 3
and 15 %. NIST SRE database was the most applied database and both GMM and UBM were
the mat used methods.

Table -3 Extracted summary diventy-nine published researches relating to speaker verification

Speaker Verification

Ref. Datasize  Method /
No. Authors Year Dataset (Speakers)  Technique Accuracy
38 Ville Vestmanet al. 2020 VoxCeleb2 7365 Different
methods
39 Soufiane Hourretal. 2019 'SI'EEYG—ZO ————— MFCC 92%
40  Amos Treibegtal. 2019 - 3000 PLDA high
subjects
41  Kuruvachan K- 9018 NIST 2004 564, CDF-SVM improved 4.5%
Georgeet al. SRE
TIMIT e Error  reduced
42 M. S. Athulyaet al. 2018 database 630 modified PNCC 15%
43 Rosa Gonzdlegtal. 2017 selfcollected 60 glall—b_y-tnal 81%
ecisions
Milton SarriaPaja et CHAIN 462
44 al 2017 IMIT 476 MFCCs 66%
45 Rania M. Ghonienet 2017 Private SQO EHMM 98%
al. database signals
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created speect

46 Linlin Wanget al. 2016 database T MFCC high
X-ray
Microbeam Error reduction
47 Ming Li et al. 2016 database 46 MFCCs 15%
RSR 2015 °
database
48 Jesis Villab@tal. 2016 NIST SRE10 - MFCC oo reduction
49 WeiRaoetal. 2016 3ol 291 1031 PLDA-RVM  high
50 Yuan Liu et al. 2015 RSR2015 194 GMM-UBM Error 0.1
51 Rosa  Gonzadlei 5415 Gojlected data 34 trials  GMM-UBM Error 10%
Hautamaket al.
52 B. C. Hariset al. 2015 gIRSg 2012 1931 GMM-SV Improved7%
0,
53  Yong Wangetal. 2015 - - GMM-UBM er)}(f’m"ed 3%
54 Zhizheng Wet al. 2015 - e survey -
LR-based
55 Yi-Hsiang Chao 2014 XM2VTSDB 30 discriminant -
kernel
56 :I”thony Larcheret ,514 RsR2015 194 GMM &HMM  high
. NIST-2003 GMM-based EER improved
57 Sourjya Sarkaetal. 2014 SRE 356 SEC 3.07%
Padmanabhan Raja NIST 2012 Degradation  of
58 ot al. 2014 SRE 1931 PLDA 8% EER
NIST SRE
. . 2010
59 Ming Li et al. 2014 NIST LRE ~ GFCC -
2007
Timur Pekhovsky et NI ST’ s cepstral mear 13% EER
60 al. 2013 1998-2008 4329 subtraction reduction
Trinity
61 Finnian Kellyet al. 2013 College 18 GMM-UBM
Dublin
Jia Min Karen Kuaet NIST 2010 i-vector basec EER reduction
62 al. 2013 SRE 500 SRC 8-19%
g3  Anthony Larcheret ), Myldea 900 GMM/UBM Gain up to 65%
al. database
NTIMIT and
Vijendra Raj NIST-2002 improved EER
64 Apsingekaret al. 2011 corpora  and 629 SMCs 11.02%
compare
65 Shahla Nemagtal. 2011 TIMIT corpora 630 ant _colony improved EER
optimization
6. Discussion

Because speech is known to contain a lot of information about the speaker, it is found
to be the best carrier of information in human communication systems. When people are
talking to each other, they almost always find little difficulty to recognize gpsand even
their emotional state. It is, however, a complex process when the process is implemented in a
machine. Speech signal processing is the field of study being adopted to find methods that
help machines to recognize speakers. Speaker recogsitmoadly classified into speaker
identificationand speaker verification.
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The three areas (i.e., speaker identification, speaker verification, and speaker recognition) are
the main keywords around which our study is built.

A study that covers a quarteentury research outcomes is presented in this paper, where
analysis of methods and techniques used in the three mutually related fields, which are
speaker identification, speaker recognition, and speaker verification, isiateddThis
exploration study was carried out by considering the research databases of the last 25 years
from 1996 till 2020 using Science Direct databases. Due to the high number of published
works in these fields, we can conclude that these three Getdgpied an important part in the

area of research. In addition, this work is focusing on research papers that give a high impact
indication in this field. This work gives guidelines for researchers to select the best method
applied on the best databaseatthieve high accuracy. Data relating to the year of 2020 is
showing the first three months only.

Our mResults obtained in this review paper found that a tremendous research work was
conducted in these areas and various techniques were adopted wiibims véme and
frequency domains. Features and improvements in the accuracy level and achievements in the
experiments using the various techniques were pretested in a tabulated form, showing that
selection of techniques was depending on the type of problem.

The problem of speaker recognition gained high focus from the beginning of the covered
study period, compared with speaker verification and identification studies. The study of
speaker verification typically focuses on improvements made on outcomese\obysr
studies, which gives this field a wider scope in the future with respect to the other two fields.
This conclusion may encourage young researchers, who wish to work in the area of acoustic
or speech technology, to consider areas as speaker vetficaith higher priority. The
results of the collected and analysed data reflected the significant of speech processing
research throughout the world. It was found that all the three considered fields are highly
active research areas with an average ket 1015 research activities per day.

A quick view to the three graphs produced during the analysis presented in this paper
indicates that the sum of published research articles is outnumbering other categories of
publications (i.e.review articles, encyclopaedia, book chapters, conference abstracts, and. others)
Furthermore, the graphs introduced additional important information, including the dataset
used, the size of the data adopted, the implemented methods, and the accheacp@ined
results in the analysadsearch, which are extracted from the explored publications.

7. Conclusions

Three interrelated scientific fields were considered in the critical review that is presented
in this paper. Speaker identification, speaketognition, and speaker verification are the
research areas that are adopted, where a systematic analysis for the methods and techniques
used in the establishment of their theoretical basis and applicability was conducted. Research
outcomes for a spaof quartercentury was investigated and presented by searching through
the wellrecognized Science Direct database.

During the years 1996 until 2020, huge research work was conducted and numerous
techniques were adopted. For each of the three areasxahened published workeere
categorized as review articles, research articles, encyclopaedia, book chapters, conference
abstracts, and others. Summaries of these kinds of literature and plots showing the number of
examined work were included in this pap&dditionally, statistical analyses representing the
publications and their categories over the mentioned period were illustrated in tables with
important extracted information, such as the dataset used, the size of the data adopted, the
implemented methas, and the accuracy of the obtained results in the analysed research. One
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important point to conclude is that the number of researches in voice identification,
recognition, and verification shows increased trend, with most of these publications reached
to a significantly high level of accuracy in their findings.
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