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Abstract 
      The transition of customers from one telecom operator to another has a direct 

impact on the company's growth and revenue. Traditional classification algorithms 

fail to predict churn effectively. This research introduces a deep learning model for 

predicting customers planning to leave to another operator. The model works on a 

high-dimensional large-scale data set. The performance of the model was measured 

against other classification algorithms, such as Gaussian NB, Random Forrest, and 

Decision Tree in predicting churn. The evaluation was performed based on 

accuracy, precision, recall, F-measure, Area Under Curve (AUC), and Receiver 

Operating Characteristic (ROC) Curve. The proposed deep learning model performs 

better than other prediction models and achieves a high accuracy rate of 91%. 

Furthermore, it was noticed that the deep learning model outperforms a small size 

Neural Network for the customer churn prediction. 
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 التشبؤ بتزاؤل أعداد السذتركين في مجال الأترالات بأستخدام تقشية التعلم العسيق
 

 اسراء نافع محسهد* ، حدشين سسير عبد الله*
التكشهلهجية،بغجاد، العخاققدم علهم الحاسهب، الجامعة   

 الخلاصة
إن انتقال العسلاء من مذغل اترالات إلى آخخ له تأثيخ مباشخ على نسه الذخكة وإيخاداتها. تفذل       

العسلاء الحين  خسينخهارزميات الترشيف التقليجية في التشبؤ بفاعلية. يقجم هحا البحث نسهذجًا تعليسيًا عسيقًا لت
تم قياس  يخططهن للسغادرة إلى مذغل آخخ. يعسل الشسهذج على مجسهعة بيانات كبيخة الحجم وعالية الأبعاد.

و   tssrmo  mddnaRو  Bs aaiss aG اداء الشسهذج مقابل خهارزميات الترشيف الأخخى، وهي 
enriaims idnn. القياس ،الاستخجاع ،زبطال ،على عجة مقاييس مثل الجقة بشاءً  تم إجخاء التقييم (  

onsa dn)( مشحشى خرائص تذغيل السدتقبل ،tOR) و السشطقة تحت السشحى (CUR) . اظهخت الشتائج
٪( مقارنة بخهرزاميات الترشيف الاخخى. علاوة على ذلك، لهحظ ١٩معجل دقة عالياً ) ان التعلم العسيق يحقق

 غيخة الحجم في التشبؤ بتشاقص السذتخكين.ان التعلم العسيق يتفهق علي الذبكة العربية ص
 

1. Introduction 

is the event when a subscriber leaves one telecom operator to a rival operator in the market. 

The number of churn users in a corporation is considered one of the most significant factors 
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that affect the corporation's financial status. Customer Churn analysis is extremely important 

for project managers to build a strategy that enhances the company's growth and increases its 

sales [1]. 

Recent studies show that retaining customers is more profitable than gaining new customers 

[2, 3]. Over the last few years, different industries mainly in Banking, telecommunication, 

airlines, social network, as well as companies that offer services based on subscription, such 

as online entrainment like Netflix have focused on predicting churn subscribers [4, 5, 6]. 

Building a highly accurate model for churn prediction is a fundamental part of telecom 

companies planning process and strategic decision-making. This  has led the competitive 

companies to develop predictive tools that help in classification and predictive modeling. 

Recently, there has been an increase in the volume and sources of information that is handled 

to elicit knowledge and insights  [7]. This rise has forced the researchers and developers to 

employ new techniques like deep learning instead of older techniques that are less accurate 

with Big data, such as Support Vector Machines (SVM), Naïve Bayes, logistic regression, and 

Of what? 
decision tree. This study will focus on extracting knowledge from a huge telecom dataset 

using a deep learning model with Keras library. 

The aim of this research is to develop a high accuracy deep learning model that predicts churn 

subscribers without causing overfitting. A high dimensional big data dataset will be used to 

train and test the model. 

This paper is organized as follows; different methods of churn prediction in 

telecommunication are presented in the literature review in Section 2. Section 3 explains how 

the dataset is constructed and the proposed system of prediction. Section 4 presents the 

finding of the proposed system and how the deep learning model was able to achieve high 

prediction without overfitting compared to the old techniques. Section 5 summarizes the 

conclusion and the direction of future work. 

2. Literature Review 

In the past decade, several studies were conducted in the field of churn prediction by 

researchers in academic and industry fields. Different approaches were implemented to 

predict churn in many sectors. Various examples from these studies regarding churn 

prediction in the telecommunication sector are discussed in this section. 

Kumar et al. [8] proposed a model to predict churn that uses an Artificial Bee Colony (ABC) 

algorithm to train the Artificial Neural Network (ANN). The weights of the neural network 

are evolved using the ABC algorithm. The model achieves the minimum error rate of 0.11 

compared to other algorithms used for churn prediction. 

Raza et al. [9] suggested a churn prediction model using the Random Forrest algorithm. The 

proposed model provides a group-based retention offer to churn customers by dividing them 

into multiple groups using the k-mean clustering algorithm. The suggested model was able to 

correctly classify instances with 88.63% accuracy. 

Naeem et al. [10] implemented an ANN that predicts churn customers for Pakistan telecom 

operators that achieves a 79% accuracy rate. A backpropagation algorithm was used to train 

the model and an analysis of the importance of each variable was provided to estimate the 

influence of each aspect. Moreover, Sivasankar et al. [11] introduced a methodology that 

recognizes the important features in predicting churn and uses these features in ensemble-

classification algorithms like Boosting, Random Subspace, and Bagging. The suggested 

model that combines feature selection with ensemble classification attained a 95.13% 

accuracy rate. Additionally, Idris et al. [12] developed a model that uses the Particle Swarm 

Optimization based undersampling technique to handle the problem of imbalanced class 

distribution of Telecom dataset and GP-AdaBoost Algorithm to perform binary classification 

on the balanced dataset. The proposed system yields 0.91 Area Under the Curve (AUC). 
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Lu et al. [13] used an AdaBoost Algorithm to divide the customers into 2 clusters (Churn, 

Non-Churn) and used a logistic regression algorithm as a churn prediction model for each 

cluster. The experimental results show that a good separation of churn data was provided 

using boosting. Dahiya et al. [14] also discussed different prediction models and compared 

the results of prediction models like logistic regression and J-48 Decision tree when using 

various size datasets. 

Amin et al. [15] introduced a novel customer churn prediction approach based on the concept 

that different zones in the dataset have different accuracy levels. The correlation can be found 

between the accuracy of the classifier and prediction certainty using the distance factor. The 

approach divides the dataset into two categories (data with low certainty, data with high 

certainty) for predicting churn and non-churn. Additionally, Ammar et al. [16] developed a 

heterogeneous ensemble classifier that employs several classification algorithms to perform 

the first-level prediction. A second-level prediction utilizing a heuristic-based combiner was 

used for prediction with discrepancies to provide a final prediction. The proposed model saves 

cost by almost 50% by using the techniques of customer uplift modeling. Panigrahi et al. [17] 

also implemented a neural network for predicting churn and recognized features that have a 

high impact on predicting churn. 

To the best of our knowledge in the literature review, we were not able to locate research that 

works on the development and implementation of a Deep Learning prediction model for high-

dimensional large-scale telecom dataset. This paper aims to construct a deep learning model 

that achieves a high prediction rate without affecting the generalization of the model. 

3. The Proposed Model of Churn Prediction 

Churn prediction is a binary classification issue as it encompasses two classes: churn and non-

churn. The churn prediction model focuses on providing insights into the customer's future 

within the company. 

An ultimate understanding of the past activity of the customers is required to identify the 

future prospect. 

3.1 Data Set 

In this paper, we choose to use a real data set from the telecom industry. The telecom operator 

provided us with Call Detailed Record (CDR) for more than 2 years. CDR is a record 

generated by the telecom billing system that includes details about subscriber activities. Since 

the CDRs cannot be applied directly to the churn prediction model. The data was first 

prepared and preprocessed to produce a data set that consisted of more than 600 attributes and 

one target attribute  “Churn” for more than 2.5 million subscribers. As part of data 

preparation, the unique features were removed from the dataset and the categorical features 

were changed into numerical. In data preprocessing, the missing values were filled, and noise 

and outliers removed. The data was partitioned into training and testing datasets with a test 

size equal to 20%. 

3.2 Proposed Model Design 

Deep Learning is a machine learning method that mimics the behavior of the human brain in 

detecting objects, processing data, translating language, making decisions, and many other 

different fields. One of the most significant characteristics of deep learning that differentiate it 

from traditional machine learning algorithms is that there is no need to extract features using 

classical feature selection algorithms. 

Instead, the features are learned automatically with no need to apply a separate algorithm, and 

new complex features are extracted from the simple features to make a better decision. The 

proposed system is shown in Figure 1. 

We build a Deep Neural Network that consists of an input layer for 667 features, 11 hidden 

layers with different numbers of neurons at each layer, and 1 output layer. The architecture of 

the model is shown in Table 1. 
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Figure 1-Proposed System Framework Design 

 

Table 1- Deep Learning Model Architecture 

Layer Number of Neurons Activation Function 

Hidden Layer 1 128 Relu 

Hidden Layer 2 64 Relu 

Hidden Layer 3 64 Relu 

Hidden Layer 4 32 Relu 

Hidden Layer 5 32 Relu 

Hidden Layer 6 32 Relu 

Hidden Layer 7 32 Relu 

Hidden Layer 8 16 Relu 

Hidden Layer 9 16 Relu 

Hidden Layer 10 16 Relu 

Hidden Layer 11 16 Relu 

Output Layer 1 Sigmoid 
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4. Proposed Model Results Analysis and Discussion 

A detailed description of the measures that can be used to assess the model performance is 

included in Section 4.1. The results of the proposed system against other traditional prediction 

models are discussed in Section 4.2. 

4.1 Evaluation Measures 

Different measures can be used to assess the classifier performance. In this paper, the 

classifiers were evaluated using Accuracy, Recall, Precision, F-measures, AUC, and ROC 

Curve. These measures are calculated from the confusion matrix elements that consist of True 

Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). TP and TN 

determine if the classifier is working correctly, while FP and FN determine if the classifier is 

working in a bad way [18]. 

Accuracy measure identifies the number of correctly classified instances. The accuracy 

formula is represented in Eq. (1) 

         
(     )

(           )
                                                   ( ) 

 

The precision measure is calculated by finding the percentage of instances classified as 

positive. The precision formula is represented in Eq. (2) 

          
  

(     )
                                                           ( ) 

The recall is calculated by finding the percentage of positive instances classified as positive. 

The recall formula is represented in Eq. (3) 

       
  

(     )
                                                         ( ) 

F-measure is a consistent mean of recall and precision. The F-measure formula is represented 

in Eq. (4) [19, 20] 

            
                  

                 
                                   ( ) 

Receiver Operating Characteristic (ROC) Curve is a useful tool to visualize the difference 

between classification models. The trade-off between True Positive Rate (TPR) and False 

Positive Rate (FPR) is illustrated in ROC Curve. AUC determines the ability of the classifier 

to distinguish between the classes. A high value of AUC means a high ability to distinguish 

between positive and negative classes [21, 22]. Multiple studies prefer to use AUC measure in 

evaluating classifiers than accuracy measure [23, 24, 25]. We will use all these measures to 

evaluate the results in this study. 

4.2 Analysis and Discussion of the Churn Prediction Model 

The Deep learning model performance was compared to other classification algorithms as 

shown in Table 2. The comparison shows that the deep learning model obtained better results 

than Random Forrest, Decision Tree, and Gaussian NB in terms of precision, accuracy, recall, 

and F-measure. 

Figure 2 demonstrates that the Deep Learning model has achieved better results and correctly 

classified the data with 91.98% accuracy. While Decision Tree and Gaussian NB have low 

accuracy rates of 67.82% and 70.18, respectively. On the other hand, Random Forrest 

performs better with an 80.71% accuracy rate. The performance of the different classifiers 

was also measured using AUC. The deep learning model surpassed other models with 0.917 

AUC. In contrast, Random Forrest attained 0.770 AUC. Gaussian NB and Decision Tree 

achieved 0.655 AUC and 0.612 AUC respectively as illustrated in Figure 3. 
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Table 2- Performance measures for various Classifiers for churn Prediction 

 

Prediction Model Precision % Accuracy % Recall % F-Measure % 

Deep Learning 91.63 91.98 91.90 91.75 

Random Forrest 83.51 80.71 77.66 78.65 

Gaussian NB 72.72 70.18 65.60 65.25 

Decision Tree 78.49 67.82 61.31 58.21 

 

 
Figure 2-Accuracy Performance of Classification Algorithm 

 

 
Figure 3-AUC Score of Various Classifiers 
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Figure 4-ROC Curve of Various Classifiers 

 

 
Figure 5-Performance of Deep Learning model against ANN model 

 

For more demonstration of the models' performance, Figure 4 depicts the ROC curve of the 

various classifiers. From the figure, one can see that the Deep Learning model achieves high 

TPR in comparison to the other models. 

The deep learning model performance was also compared to an ANN model that consists of 3 

hidden layers that use Relu as an activation function and an output layer that uses Sigmoid as 

an activation function. The deep learning model achieves better results in terms of accuracy, 

precision, recall, and F-measure, as shown in Figure 5. The telecom operators always search 

for the models that achieve higher accuracy rate since the increase in accuracy means an 

increase in the company's revenue and a reduction of the cost. 
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5. Conclusion and Future Work 

       The competition between telecom operators has forced the companies to develop plans 

and offers to prevent customers from leaving their company. Developing an accurate model 

that can predict churn users based on their behavior is one of the most important aspects that 

decision-makers and project managers focus on due to the impact of churn subscribers on the 

company's growth. The main contribution of this paper is to develop a Deep Learning model 

that achieves a high accuracy rate of 91% compared to other traditional prediction models 

such as Decision Tree, Random Forrest, and Gaussian NB. The proposed model also 

outperforms in terms of precision, recall, F-measure, and AUC. The deep learning model 

works on high dimensional big data dataset without causing an overfitting issue in contrast to 

other models. Future work will focus on building a wisdom model of churn prediction that 

achieves a higher accuracy rate. 
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