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                      ABSTRACT 

   Nonlinear regression models are important tools for solving optimization problems. 

As traditional techniques would fail to reach satisfactory solutions for the parameter 

estimation problem.  Hence, in this paper, the BAT algorithm  to estimate the 

parameters of  Nonlinear Regression models is used . The simulation study is 

considered to investigate the performance of the proposed algorithm with the 

maximum likelihood (MLE) and Least square (LS) methods. The results show that 

the Bat algorithm provides accurate estimation and it is satisfactory for the 

parameter estimation of the nonlinear regression models than MLE and LS methods 

depend on Mean Square error. 

 

Keywords: Nonlinear Regression Analysis, Bat algorithm, Simulation, Maximum 

likelihood method, least square method. 

 

خطيال مقارنة طرق التقدير المختلفة لمعلمات الانحدار غير  
 

 , بيداء عطيه خلفعبد الكريم زيد عادل
 قسن الرياضيات, كلية التربيه للعلوم الصرفه, ابن الهيثن, جاهعة بغداد, العراق

 الخلاصه
حيث أن التقنيات التقميدية قد خطي هي من الطرق المهمة لحل مذاكل التحدين. الر غينماذج الانحدار       

خهارزمية الخفافيش  في هذا البحث تم استعمال لمذكمة تقدير المعممات.  ناسبةتفذل في الهصهل إلى حمهل م
خطي. بعد ذلك ، تم استخدام المحاكاة لمتحقق من أداء الخهارزمية ال غيرلتقدير معاملات نماذج الانحدار 

ظهرت النتائج أن خهارزمية الخفاش تهفر و المربعات الرغرى. أالاحتمالية القرهى مع طرقتي  المقترحة 
بالاعتمادعمى LSو  MLEتقديرات دقيقة ومرضية لتقدير المعممات لنماذج الانحدار غيرالخطي مقارنة بطريقتي

 مربعات الخطا.ط متهس
1. Introduction 

Nonlinear models are used for complex model interrelationships among variables and it plays 

an important role in various scientific disciplines and engineering. Common examples of 

nonlinear models include growth, yield density, and dose-response models as well as  various 
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models that are used to describe physical, biological, industrial, and econometric processes. 

[1]. 

There are  large number of articles on how to estimate the parameter of nonlinear regression 

models. In[2], authors examined the nonlinear parameter estimation efficiency under the issue 

of auto reconditioned errors. In [3], authors  used Bayesian parameter estimation, which 

incorporates a prior distribution function along with the likelihood equation, for estimating 

the biokinetic parameters for an organic substrate in an unsaturated soil. Some stochastic 

algorithms to solve the issue of global optimization of nonlinear regression models are used in 

[4]. These algorithms were applied to estimate the nonlinear regression parameters.  

A robust alternative method to the normal Least Squares nonlinear regression method is 

proved in[5]. In [6], authors  developed a new feature-selection method for the nonlinear 

regression model. The proposed method does not explicitly impose any model assumption on 

data distribution and it is able to select relevant features supporting complex data structures 

hidden in a high-dimensional space. In addition, a large-scale simulation study is performed 

on four synthetic and nine cancer microarray datasets that demonstrate the effectiveness of the 

proposed method. 

However, the nonlinear model makes the estimation of parameters and the statistical analysis 

of parameter estimates more difficult and more challenging than others. As well, the 

limitations of these methods for nonlinear parameter estimation. It also is not easily 

controllable by practitioners and requires much auxiliary information to work properly. These 

difficulties arise due to a large number of parameters and multimodal nature the objective 

function. 

In order to overcome these difficulties, meta-heuristic algorithms are used. Since it has many 

advantages including the simplicity of implementation that is reliable, robust, and effective.In 

[7], authors considered Jaya optimization algorithm for estimating nonlinear metaheuristic 

algorithm which is named Jaya algorithm then he tested it on a set of benchmark regression 

problems. In [8] authors used an effective approach based on the Partial Swarm Optimization 

(PSO)algorithm to enhance the estimation accuracy. The PSO algorithm is tested on the 

twenty eight models of  nonlinear regressionfor various levels of difficulty. 

Pan et al.[9]used a Genetic Algorithm (GA) to seek not only spline coefficients but also the 

degree of the polynomial. The GAs for the parameter estimation of the nonlinear regression 

models is considered in [10]. They used a large set of test problems with large starting 

intervals of regression parameters, the analysis of the difficulty levels of the test problems. In 

[11],authors modified the Firefly Algorithm and Support Vector Regression model for 

accurate Short Term Load Forecasting, while in [12] authors used differential evolution to 

find optimal parameters that result in the best accuracy and the minimum errors. The 

Gravitational Search algorithm for estimating the parameters of nonlinear regression model is 

used in [13].  Then, a simulation study was conducted to comparative  the performance of the 

proposed algorithm. Hence,in this study used one of Metaheuristic algorithm called bat 

algorithm ( BA) to solve nonlinear regression models. The BAT was widely used in various 

optimization problems because of its excellent performance [14]. 

The organization of this paper, Section2 provides the Maximum-likelihood Estimation of 

Nonlinear regression models; Section 3provides the Least-square Estimation of  Nonlinear 

regression models; Section 4 describes the  Bat algorithm; Section 5 consists of a simulation 

study; a conclusion is provided in section 6. 

2.Mathematical Models of Nonlinear Regression  

The general form of a regression model is y = f(x, β) + ε. where y is the dependent variable, x 

is a vector of independent variables, β is a vector of parameter(s), and ε with zero mean and 

variance. This paper used two types of Nonlinear regression models (MGH09,  andMeyer4). 

The MGH09 model is presented in [15 ], and the formal of this model as: 
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On the other hand,the Meyer4 model is presented in[16], and the formal of Meyer4 model as: 
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            )  ,                                            (2) 

 

3.Maximum Likelihood Estimation Nonlinear Regression models. 

The Maximum likelihood method(MLE) is used to estimate the parameter for two models of 

Nonlinear regression (MGH 09 and Meyer4) as follows: 

3.1. Maximum Likelihood Method to solveMGH 09  Model 

From equation (1), the MLE method of estimation MGH 09 model is given as: 

   (                 
 ) 

  (    ) 
 

  
 
∑ (    (   ))

  
   

    

     
 

 
     

 

 
     

∑ (    (    ))
  

   

   
 

     
 

 
     

 

 
     

∑ (    
  ( 

     )

         
)  

   

   
 

numerical procedures as Newton-Raphson was used to estimate the parameters since the 

equations are complicated to be solved. Therefore, the equation for this method for the first 

model is as follows 
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2.2.  Maximum likelihood method to solve Meyer 4 Model 
From equation (2) the formula for MLE  is applied for Meyer4model; 
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Thus, the following equation matrixes are applied to estimate the parameters for non-linear 

regression model by using Newton-Raphson method for the second model. 
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where (

   
   
   
  
 

)represents the vector of the initial parameters. 
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3. Least SquareNonlinear Regression Models. 

To estimate the parameters of MGH09and Meyer 4 model, Least square method(LS) is used 

for these two models of  Nonlinear regression in this section as follows: 

3.1. Least Square Method to solveMGH09model. 

The MGH09model is   (    )  
  ( 

     )

         
 

The formula for LS  is for MGH09 Model; 
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numerical procedures as Newton-Raphson was used to estimate the parameters ,since the 

equations are complicated to be solved. Therefore, the equation for this method for the first 

model is as follows 
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3.2. Least Square  Method to solve Meyer 4 model. 

The formula for LS  is for Meyer 4model; 

  ∑ [     ( 
            )]

  

   
 

Thus, the following equation matrixes are applied to estimate the parameters for non-linear 

regression model by using Newton-Raphson method for the second model. 
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4.BATAlgorithm 

BAT algorithm is a nature-inspired algorithm that belongs to the SI family. The standard BAT 

Algorithm was created by [17]. BAT Algorithm works on the echolocation of microbats and it 

uses echo of bats for seeking food. They discover their way in the night by radiating the sound 

signal called sonar/echolocation which used that signal to detect the object or obstacles 

surrounding them. Yang focused on three rules for the implementation of the BAT: Firstly, 

bats fly randomly with fixed frequency towards the specified location with specific velocity, 

however, the loudness and wavelength can vary. Thus, bats automatically adjust their 

wavelengths according to their target. Secondly, to measure the distance to the specific point, 

all bats use echolocation. Thirdly, the author considered that loudness is varied from 

maximum to minimum rather than any other way. BATAlgorithm uses automatic zooming to 

try to balance exploration and exploitation during the search process by mimicking the 

variation of pulse emission rates and loudness of bats when searching for prey.The steps of  

BAT Algorithm are introduced  as follows:  

 

Step1. At the first,  (   )  is used as a fitness function of the Bat algorithm, initialize 

population of Bat xi, the objective function ,velocity 𝑣𝑖.Determine pulse frequency  𝑖 at x𝑖. 
Loudness 𝐴 and pulse rate 𝑟𝑖 are initialized.  

Step2. By adjusting the frequency, new solutions are generated and updating velocities and 

positions/solutions.  

Step3. If (random > r)  

From the best solutions, select the solution and around the selected best solution generate a 

neighborhood solution.  

Step4. Else Fly random to create a new solution.  

Step5. If (random <A &&(x𝑖)< (x0)) , whereas  (∙)= objective function. Acknowledge the 

new solution increases and diminishes A.  

Step6. Find the current best (x0) by ranking the bats.  

Step7. While (iteration< maximum number of emphases) 

Post procedure outcomes and representation. The algorithm terminates with the best aggregate 

solution. 

 

 

5.Simulation Study  

 In order to verify the performance of the BAT algorithm, Maximum Likelihood estimation, 

and Least Square method, simulation study is used based on Mean Squares Error (MSE) to 

estimate the parameters of two nonlinear regression models (Meyer4 and MGH09). 

The proposed estimation methods in nonlinear regression models have been implemented 

using a variety of samples (20, 40,80,160, and 200). To obtain the numerical results,Matlab 

version 2015 will be used.The following steps of the Monte Carlo simulation explanation the 

statistical outcomes for each model based on Mean Squared Errors criteria parameters 

estimated. 

5.1Simulation of MGH09 model 
 1- Initialize all the parameters of BES, BAT, and GSA algorithms. 

2- Used  
∑ [   (

  (  
     )

         
)]
 

 
   

 
   as fitness  function for each algorithm. 
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3- Utilize different set parameters for MGH09model as: (            ) = (0.15, 0.15, 0.8, 

0.9) and (0.2, 0.3, 0.8, 0.2). 

4-Calculate the values of response variable    depend on    which was generated according to 

the exponential distribution(   ( )), while the random variable    is generated according to 

 (    ) for all methods (BAT,  LS, MLE) .  

5- Calculate the  ̂    ̂   ̂   ̂       MSE based on L=1000 replicate and run 10. 

5.2 Simulation of Meyer4 model 
 1- Initialize all the parameters of BES, BAT, and GSA algorithms. 

2- Used 
∑ [   (   

        
    )]

  
   

 
   as fitness  function for each algorithm. 

3- Utilize different set parameters for Meyer 4 model as: (         ) =(10, 50, 50 ), ,and (1, 

50, 50). 

4-Calculate the values of response variable    depend on    which was generated according to 

the exponential distribution(   ( )), while the random variable    is generated according to 

 (    ) for all methods (BAT, LS, MLE) .  

5- Calculate the  ̂    ̂   ̂        MSE based on L=1000 replicate and run 10. 

6. The Results of Simulation Study 

Tables 1and 2 illustrate the results of the estimated parameters and MSE for each parameter of 

MGH09 model of nonlinear regression. While tables 3 and 4 show the results of the second 

model (Meyer 4) that has three parameters. For more illustration, Figures 1and 20 provide 

comparative analyses of all the various performance parameter values for each sample of 

BAT, MLE, and LS methods.According to all tables and figures, it can be seen that the BAT 

algorithm provide less MSE and the estimations  are closer to the real parameter values than 

the other methods (MLE and LS ). Therefore, the BAT method may be considered as an 

effective parameter estimation method for nonlinear regression models. 

Table 1-Comparative results of BAT, MLE , and LS for the MGH09  model  when  
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Table 2-Comparative results of  BAT, MLE , and LS for the MGH09 model  when 
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Table 3-Comparative results of  BAT, MLE , and LS for the Meyer4 model  when 

                          

            𝑖  𝑖    ̂   ̂   ̂      

   
   

   𝑖                                                      

                                          



Abdalkareem and Kalaf                            Iraqi Journal of Science, 2022, Vol. 63, No. 4, pp: 1662-1680 

                   

3611 

    

   𝑖                                                     

                                         

    

   𝑖                                                      

                                          

   

   

   𝑖                                                      

                                          

    

   𝑖                                                     

                                          

    

   𝑖                                                     

                                         

   

   

   𝑖                                                      

                                         

    

   𝑖                                                     

                                         

    

   𝑖                                                   

                                          

    

   

   𝑖                                                     

                                          

    

   𝑖                                                     

                                          

    

   𝑖                                                      

                                         

    

   

   𝑖                                                      

                                          

    

   𝑖                                                      

                                          

    

   𝑖                                                   

                                 
 

Table 4-Comparative results of  BAT, MLE , and LS for the Meyer4 model  when 
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Figure 1-Comparative BAT, MLE and LS methods    Figure 2- Comparative BAT, MLE and LS methods 

for MGH09  model when of sample size=20        for MGH09 model when of sample size=40 

 

 
Figure 3- Comparative BAT, MLE and LS methods Figure 4- Comparative BAT, MLE and LS methods 

for MGH09model when of sample size=80                   for MGH09 model when of sample size=160 
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Figure 5- Comparative BAT, MLE and LS methods for MGH09 model when of  sample 

size=200 

 

 
Figure 6- Comparative BAT, MLE and LS methods      Figure 7-Comparative BAT, MLE and LS methods 

for MGH09model when of sample size=20                  methods for MGH09 model when of sample size=40 

 
Figure 8-Comparative BAT, MLE and LS methods     Figure 9- Comparative BAT, MLE and LS methods 

for MGH09model when of sample                                  size=80for MGH09 model when of sample size=160 
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Figure 10- Comparative BAT, MLE and LS methods for MGH09 model when of  sample 

size=200 

 

 
Figure 11- Comparative BAT, MLE and LS methods    Figure 12-Comparative BAT, MLE and LS methods 

for Meyer4 model when of sample size=20                  for Meyer4 model when of sample size=40 

 

 
Figure 13- Comparative BAT, MLE and LS  methods    Figure 14-Comparative BAT, MLE and LS methods 

for Meyer4 model when of sample size=80for Meyer4 model when of sample size=160 
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Figure 15- Comparative BAT, MLE and LS methodsfor Meyer4 model when of  sample 

size=200 

 

 
Figure 16- Comparative BAT, MLE and LS methods       Figure 17- Comparative BAT, MLE and LS methods 

for Meyer4 model when of sample size=20                  for Meyer4 model when of sample size=40 

 

 
Figure 18-Comparative BAT, MLE and LS methods                    Figure 19- Comparative BAT, MLE and LS 

for Meyer4 model when of samplesize=80                   for Meyer4 model when of sample size=160 
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Figure 20- Comparative BAT, MLE and LS methods for Meyer4 model when of  sample 

size=200 

 

7.CONCLUSIONS 

In this paper, BAT Algorithm has been  utilized as an alternative approach for estimating the 

parameters of nonlinear regression models. Two types of nonlinear regression models 

Meyer4, and MGH09 are  used, which have a different number of parameters . A simulation 

analysis is employed to investigate and compare the performance of the proposed methods. 

The results have been shown that the BAT Algorithm delivers good results compared to the 

classical estimator of LS and MLE methods. Furthermore other studies may be used other 

algorithms for comparison with the algorithms that used in the research, such as the Artificial 

Bee or ant Colony algorithms. 
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