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Abstract

Palm vein recognition technology is a one of the most effective biometric
technologies for personal identification. Palm acquisition techniques are either
contact-based or contactless-based. The contactless-based palm vein system is
considered more accurate and efficient when used in modern applications, but it may
suffer from problems like pose variations and the delay in the matching process. This
paper proposes a contactless-based identification system for palm vein that involves
two main steps; First, the central region of the palm is cropped using fast extract
region of interest algorithm, then the features are extracted and classified using
altered structure of Residual Attention Network, which is a developed version of
convolutional neural network that uses an attention mechanism. The altered structure
is constructed by stacking multiple attention modules and pre-activation residual unit
with additional down sampling layers in between. The proposed system was tested
on contactless CASIA multispectral palm vein databases that contains palm images
with obvious pose variations taken from 100 persons. The results show that our
system has outperformed other state-of-the-art systems with 95.55% accuracy and
fast identification process of 0.06 second per person.

Keywords: biometrical identification, contactless palm vein, residual attention
network, convolutional neural network, deep learning.
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1. Introduction

Biometric identification has become an important field of scientific research in recent

years. The contactless palm vein is an interesting type of biometric technologies. It is like
palm print, but it needs Near Infra-Red (NIR) illumination to capture the veins that are hidden
under the skin rather than the use of visible spectrum light to capture the palm print.
Compared to other biometric techniques, palm vein is difficult to fake or change because each
person has their unique patterns of veins that can efficiently be used in verification or
identification. Moreover, they are less costly to obtain and easy to acquire [1].
Contactless based palm vein capturing is more complicated than contact based. However, it is
more convenient and safer to users [2]. The main problem of contactless based technique is
that the image of the palm is usually affected by the movement of the hand. This is because
the palm is captured without a peg to guide the hand so there will be pose variations such as
scaling, rotation, and translation transformations. Another problem in contactless is the
matching speed especially in systems with large number of enrolled persons. It may not be
convenient for a person to keep their hand raised waiting for identification. So, the system
should be fast enough to handle this issue [2, 3].

Convolutional neural network (CNN) is one of the most powerful deep learning models. It

has widely been used in image classification and pattern recognition because it can learn
distinctive features of the input multimedia and, also, it is invariant to deformations such as
rotation, scaling and translation. The most important features of CNN are local connectivity
and shared parameters. Typically, CNN structure consists of several types of layers: 1)
convolutional layer, which is 2-dimensional neurons 2) pooling layers, which is used to
reduce the spatial size of the feature maps and 3) fully connected layer, which is a multi-layer
perceptron.
In recent years, several structures and models inspired by CNN have already been proposed in
[3, 4]. Wang et al. in 2017 [5] proposed Residual Attention Network (RAN), which is a
developed CNN model with attention mechanism. It was built by stacking Attention Modules
that generate attention-aware features. The bottom-up and top-down feedforward structure is
used to clarify the feed forward and feedback attention process into a single feed forward
process. The RAN model has been tested on CIFAR-10 and CIFAR-100 datasets and it
achieved state-of-the-art performance in object recognition with best results.

In this paper, we propose a new person identification system using contactless palm-vein
biometric trait. This system can deal with palm images captured with various pose variations
such as rotation, scale, and translation. At the first stage, the system extracts the region of
interest using the fast ROl algorithm [2] by applying it on the palm images for cropping palm
central region. The features are then extracted and classified by special altered structure of
RAN. Finally, the proposed system is evaluated using CASIA multispectral palm vein
database, which is divided into training and testing portions. The last portion is used to
compute the validation accuracy of the proposed system.

This paper is structured as follows. Section 2 presents a brief review of the related palm-
vein research published for verification and identification. Section 3 presents the materials
and methods on which the proposed system has been constructed. Section 4 shows the
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experimental results and comparisons to the proposed system. Finally, conclusions have been
stated in Section 5.
2. Related Work

There are several researchers involved in developing personal identification systems using
contact-based or contactless based palm-vein traits. For example, Abbas and George in [6]
proposed a system of palm-vein recognition using spatial energy distribution of wavelet sub-
bands. They first applied the discrete Haar wavelet (DHW) to the image and calculated the
average energy distribution for each sub-band, then they obtained the feature vector by
concatenating these sub-bands. A contact-based palm vein database was used for evaluating
this system; where, the minimum equal error rate (EER) achieved was 0.068% and the
recognition time was about 0.159 second.

Another research conducted by Wang et al. [7] that presented a palm-vein identification
system that depends on Gabor wavelet. In this research, the contrast limited adaptive
histogram equalization (CLAHE) was used for improving the image contrast in the first place,
then image skeletonization has been applied for vein thinning. The Gabor wavelet transform
method was then used for feature extraction. The system was evaluated using_the authors’
own collected palm vein database which was acquired in controlled conditions. They
achieved a success rate of 98.88% and recognition time of 0.324 second.

Perwira et al. in [8] proposed personal palm-vein identification system using Principal
Component Analysis (PCA) for the feature extraction and feature dimension size reduction,
and Probabilistic Neural Network (PNN) as classification method. The system was evaluated
with only 50 persons samples taken from CASIA multispectral palm vein databases and
achieved a final accuracy of 84 %.

Jalali et al. in [9] presented a contactless palmprint biometric system using features of palm
texture from an image captured by normal digital camera. Then, CNN was applied for the task
of palmprint classification. The system has been evaluated using the authors’ own contactless
palm vein database that was collected from 10 persons only. The system achieved accuracy of
93.4%.

Dian and Dongmei in [3] proposed a palmprint recognition method using CNN. It is based on
applying fuzzy enhancement algorithm for the pre-processing stage, then features were
extracted using the AlexNet (a well-known structure of CNN). For the matching stage, the
Hausdorff distance measure was used. The system achieved 0.044% EER when evaluated
using contact-based database and 0.1113% EER on contactless database.

Another palm-vein recognition system was proposed by Holle et al. in [10] using the local
line binary pattern (LLBP) method. The main steps of their system include, pre-processing,
feature extraction using LLBP method and matching using Fuzzy KNN classifier. The system
was evaluated on CASIA Multi-Spectral Image Database through conducting multiple
experiments and achieved 93.2% accuracy. Finally, Hassan and Abdulrazzaq in [2] proposed
an identification system for contactless palm-vein, which is mainly composed of three steps;
Firstly, data is augmented by performing out-of-plane rotation. Second, palm region is
cropped using the fast extract Region of Interest (ROI) algorithm. At the third and final stage,
CNN is applied for features extraction and classification. The system evaluation result using
the original CASIA Multi-Spectral Image Database achieved accuracy of 93%.

In this work, palm-vein personal identification system depending on a modified version of
CNN named RAN is proposed. The main objective is to gain relatively high accuracy and
high-speed identification time in comparison with other works when applied on contactless
palm vein images, which could contain pose variations such as scaling, rotation, and
translation transformations. For this reason, the system was tested on contactless CASIA
multispectral palm vein database.
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3. Materials and Methods
3.1 Residual Attention Network

Residual Attention Network (RAN) was proposed by Wang et al. [5] in 2017 as a
developed version of CNN using Attention mechanism. RAN is constructed by the stacking of
multiple Attention Modules where each module constitutes of two branches: trunk branch and
mask branch. Trunk branch is where the feature processing is performed. In this work, as a
basic unit, the pre-activation Residual Unit [11] is used to construct the Attention Module. To
express it formally, assume the output of the trunk branch is T'(x) where x is the input, the
bottom-up top-down structure [12] is then used by the mask branch to learn M (x) mask with
equal size. This adds soft weights to the required features (lines, edges, or points of interest)
of the image in T(x) feature map. The fast feedforward and feedback attention process is
simulated by the bottom-up top-down structure. Like High Network, the M(x) is used as by
the trunk branch as control gates for the neurons. The output of Attention Module H is

Hi,c(x) = Mi,c(x)' Ti,c(x) )

where i indicates overall spatial positions and c € {1, ..., C} denotes the channel’s index.

End-to-end (E2E) learning can be used to train the complete structure. The Residual Model
proposed by He et al. [13] for training very deep networks since deeper neural networks are
more difficult to train. They explicitly reformulate the layers with reference to the layer
inputs. Figure 1 shows the residual block diagram.

A —

Weight layer

F(x) relu X identity

y

Weight layer

Fx)+x D

Figure-1 This diagram shows the RresiduJ relu Vhen x is input, relu is an activation
function and weight layer could be any neura. ..__.. _rk layer such as a convolutional layer
[13].

During the back propagation and besides its function as a feature selector during forward
propagation, the attention mask can also serve as a gradient update filter in the Attention
Module. For the input feature in the soft mask branch, the gradient of mask can be expressed
as

OM(x,0) T(x, P) T (x, P)

Ge = MO —2 @)
where ¢ are the parameters of the trunk branch and 6 are the parameters of the mask branch.
Figure 2 shows the full structure of the RAN module as proposed in [5]. This figure illustrates
the numbers and types of the neural network layers that have been used for constructing RAN.
In this module, the design of Attention Module has three hyper-parameters that are all related
to the number of Residual Units (RUSs) in different stages: 1) p is the number of RUs pre-
processed before dividing into mask branch and trunk branch 2) t is the number of RUs in
trunk branch. 3) r is the number of RUs in the mask branch between adjacent pooling layer.
In this study, the following hyper-parameters setting: {p =1, t= 2, R = 1} were used.
An equal number of trunk branches and corresponding number of channels in the soft mask
RU was used [5].
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Figure 2-The full structure of RAN module as suggested by Wang et al. [5].

3.2 Contactless Palm-Vein Identification System using RAN

The proposed contactless palm-vein identification system includes two major phases:
enrollment phase and identification phase. Enrollment phase uses the training portion of palm
vein database, where all palm vein images of all persons are simultaneously passed into the
system for training the RAN model for several epochs. In Identification phase, the trained
system can directly identify any palm vein image of the enrolled persons. The test portion of
database is used for conducting the experiments.

The overall system is composed of two major steps: first step is to extract the region of
interest using a fast extract ROI method [2], which crops the most interesting region of the
palm image. This method is invariant to translation and scale variations. The second step is
the feature extraction and classification using RAN. In this work, the structure of RAN has
been altered as shown in Figure 3. The altered structure has additional down sampling max
pooling layers between each Residual Units and attention blocks for further dimensionality
reduction. The last two residual blocks have been eliminated. This is for the purpose of
decreasing the computational complexity as, mainly, the RAN structure consists of
convolutional layer followed by three sequent groups of Attention and Residual blocks then
another Residual block and the last fully connected layer, which size is equal to the number of
enrolled persons. Finally, the last fully connected layer use SoftMax as an activation function
that assigns a probability for each person class for matching.

Table 1 presents the layers of the proposed structure and the input and output size of each
layer.

apply ROI

Attention E I Attention = I Attention | E | E
Module % | Module % | Module | E | % E—
e | = | | 2 | o« SoftMax
Conv. Pool Pool Pool Pool

Cropped image
(64x64x3)

Figure 3-The main structure of proposed system, the black line represents a Convolutional
layer, the dashed line represents Max Pooling layer, the orange rectangle represents Attention
Module, the green rectangle represents Residual blocks.

1806



Abdulrazzaq and Al-Dabbagh Iraqgi Journal of Science, 2022, Vol. 63, No. 4, pp: 1802-1810

Table 1-The structure of RAN. The input and output sizes are described in
(rowsxcolsx#filters). The kernel for single layers only is specified as rowsxcols; stride.

no Layers Input size Output size kernel
1 Convolutional layer 64x64x%3 64x64x32 3x3; 1
2 Attention Module 1 64x64x32 64x64%32

3 Residual block 1 64x64%32 64x64%x64

4 max pooling 64x64%64 32x32x64 2x2;2
5 Attention Module 2 32x32%64 32x32%64

6 Residual block 2 64x64%32 64x64x128

7 max pooling 64x64x128 16x16x128 2x2; 2
8 Attention Module 3 16x16x128 16x16x128

9 max pooling 16x16x128 8x8x128 2x2; 2
10 Residual block 3 8x8x128 8x8x256

11 max pooling 8x8x256 4x4%256 2%2; 2
12 Residual block 4 4x4%256 4x4%256

13 max pooling 4x4%256 2%2x256 2%2; 2
14 Fully connected + SoftMax 1024 nur(?rt])si:/?dfu(;%ses

4. Experimental Results and Discussion
The proposed system was implemented using TensorFlow open-source framework. The
classification accuracy metric was used to evaluate the proposed system. A well-known multi-
spectral palm veins database, which is a CASIA multi-spectral palmprint image database
V1.0, was used to verify this system [14]. It was composed of palm vein images of 100
person, captured using a contactless multiple spectral imaging device without pegs, so there is
a certain degree of variations of different hand poses. In this experiment, 12 image samples of
the right hand of each person were used. These images were captured under 850 nm and 940
nm near-infrared (NIR) illuminations, as shown in Figure 4.

Figure 4-This figure shows some samples from CASIA database.

Throughout this experiment, 3: 1 was considered as the training: testing ratio. The flow of
the system process started by cropping all input palm vein images using the fast ROI
algorithm. The cropped images were resized to a specific input image size then passed to
RAN structure simultaneously for training. The system was trained for 120 epochs which
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takes about 8 hours on a personal computer with GPU of NVIDIA Quadro K1000M and 2 GB
dedicated memory. The initial learning rate was set to 0.001 and the training batch size was
set to 16.

The proposed system was tested with three different input image sizes, the results are
presented in Table 2 which contains 5 columns: The first one represents the triple (Width,
Hight, Channel) of each palm vein image input to the system while training or testing. The
second column shows the complete training time in minutes for each corresponding input
image size. The third column shows identification time in portions of second for one palm
image. The fourth and fifth columns are for validation loss and validation accuracy.

Table 2-The results of testing the proposed system with three deferent input image size.

. Training Time Identification Time
Input Image Size (Minutes) (Second) Loss Accuracy
32x32%3 95 0.0178 0.438310 90.54 %
64 X 64 X 3 362 0.0570 0.156274 95.55 %
96 X 96 X 3 524 0.1012 0.832259 86.93 %

Table 2 shows that the best results were obtained with input image size of (64 x 64 X 3).
This proves the optimality of (64 x 64 X 3) input size for training the proposed altered RAN
structure. The testing portion of database is the same used for validation.

As shown in Table 3, the proposed system scores a relatively high validation accuracy of
(95.55%) in comparison to other state-of-the-art works that have used the CASIA palm vein
database to validate their systems. In this experiment, validation accuracy keeps stable for the
last 20 epochs.

This system has also been tested using the original structure of RAN [5] which is illustrated in
Figure 2, but the results were low since the obtained accuracy remains stable at 1.33%, which
means that the neural network did not achieve the desired learning on palm veins.

Table 3-The proposed system in ccomparison with other works on CASIA database

No. System Accuracy
1 Perwira et al. [8] 84.00 %
2 Hassan and Abdulrazzaq [2] 93.00 %
3 Holle et al. [10] 93.20 %
4 Rizki et al. [15] 94.67 %
5 The Proposed System 95.55%

This could be because of the relatively few features of veins image with high complexity of
that structure. On the other hand, this proves the superiority of the proposed altered RAN
structure on palm vein identification. This is mainly due to the additional successful down
sampling of layers between each Residual Units and Attention blocks which puts more focus
on most interesting feature points of the veins. Table 3 shows that the proposed system has
achieved highest accuracy in comparison with other works that have used the same CASIA
multi-spectral palm vein database. This also proves that the system is best at dealing with
pose variation such as scaling, rotation, and translation transformations, which might be
formed during capturing palm vein images in contactless mode. This is because of the
characteristic of deep learning technique represented by the proposed altered RAN.

Furthermore, even though the system spends a relatively long time in training its
identification process, it is fast because the time needed for identifying one palm is about
(0.06) second which is fast enough for real time applications.
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Figure 5-Results plots during 120 epochs of training, (a) Validation Accuracy, (b) Validation
Loss

This high speed in identification process is achieved because the system does not use the
preprocessing step for enhancing the visual quality of images since it will slow down the
identification process without any improvement in the accuracy.

Figure 5 shows the validation accuracy and the validation loss plot which displays the
changing of the results during the training process. In the same figure, the flat lines in (a) and
(b) proves that the proposed structure is stable and has reached a good learning performance
after 100 epochs.

5. Conclusions

In this paper, an altered structure of RAN has been applied to the identification of a person
using their palm vein as contactless based system. The obtained results have proved the
efficiency of this proposed system when tested on contactless CASIA multispectral palm vein
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database containing palm images with different pose variations. This modification to the RAN
has helped the learning process to focus more on the interested feature points of the veins,
which in turn has clearly affected the accuracy to attain 95.55% in comparison with other
works. Also, it contributed to speeding up the identification process of one person to less than
0.06 seconds, which is another important factor that must be considered when designing such
systems.
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