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Abstract  

     In this article, results have been shown via using a general quasi contraction 

multi-valued mapping in Cat(0) space. These results are used to prove the 

convergence of two iteration algorithms to a fixed point and the equivalence of 

convergence. We also demonstrate an appropriate conditions to ensure that one is 

faster than others. 
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 الخلاصة 
في فزاء  استخجام تطبيق متعجد القيم شبو انكساش معسم، تم اثبات الشتائج عن طخيق ا البحث  في ىح
cat(0) . الذخوط  تم شخح كحلك . يساتقاربنقطة ثابتة وتكافؤ  ىحه الشتائج تقارب خهارزميتين لمتكخار الى بيشت

 .من الاخخى  السشاسبة لمتأكج من ان احجىا أسخع
1. Introduction and Preliminaries 

Axiomatically, in a cat (k) triangles are slimmer than corresponding triangles in a usual space 

of fixed curvature k. In a cat (0), the curvature is limited from above by k. A notable special 

case is k = 0. Complete spaces are known as Hadamard spaces. An example of these spaces is 

   with usual distance [1]. 

Let       be a metric space and                     .  

Definition 1.1: [2] A geodesic path from        (geodesic path joining u to v) is an isometry 

  [   ]    [   ]    such as                     
The image of every geodesic path between         is named geodesic segment, which is 

denoted by [   ]. Each point y in the segment is appeared by                   
[   ]        [   ]  {             [   ]}  
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Definition 1.2: [3] The space        is called (i) a geodesic if each two elements of   are 

connected through a geodesic.(ii) a uniquely geodesic if there exists one geodesic jouning 

              .  

Definition1.3: [3] A subset   of   is named convex if           the geodesic segment 

[   ]     

A geodesic triangle             is a geodesic metric space       consists of three points 

              (the vertices    and a geodesic segment between every pair of vertices (the 

edges of       A comparison triangle for geodesic triangle             in       is a 

 ̅               ̅̅ ̅   ̅̅ ̅   ̅̅ ̅  in    such as       ̅̅ ̅   ̅                    
Definition 1.4: [1] A geodesic space is named CAT(0) space if whole geodesic triangles 

accomplish the following comparison axiom. 

Definition 1.5: [1]Let   be a geodesic triangle in  ,  ̅    be a correspondent triangle for    
Then   accomplishes  the CAT(0) inequality if        ,    ̅  ̅   ̅ ,             ̅  ̅    
Next lemma gives the definition of CN inequality that is found in [4]. 

Lemma 1.6: If         are points in CAT(0) and    
 

 
             CAT(0) inequality 

leads to 

       
  

 

 
       

  
 

 
       

  
 

 
        

  

 In verity, a geodesic space is a CAT(0) space if and only if it accomplishes  CN inequality.  

The aim of this work is to prove some approximating results for below iterative schemes for 

multivalued mappings:  Let   be a Cat (0),       and        be a multi-valued 

mapping. For      if the sequence 〈  〉   with 〈  〉 〈  〉 are sequences in (0, 1) 

{

     

                

                

   for                                                                           …. 1  

where                   [5] 

{

     

                

                

   for                                                                                    … 2 

where                   [6]. 

 

       In nonlinear analysis, one of the most important theorems is Banach’s contraction 

principle see [7] which substantially, shows that any contraction mapping on a complete 

metric space   that is 

     ,                     ,for all                                                    … 3 

It has a unique fixed point. In fact, any contraction on   is continuous. A usual question is 
that there exists a contraction condition that does not imply the continuity of   throughout 

space    or not ?. This issue was positively answered  in 1968 by Kannan [8], who extended 

Banach’s theorem to mappings that does not require to be continuous by using the next case 

instead of (3) there exists            [       such that 

          [               ] for all                                                              … 4                                               

       After the Kannan’s theorem established, many studies were devoted to obtain other fixed 

point results for various types of contractive conditions that do not require the continuity of  .  

In particular, the duality of Kannan’s theorem was studied by Chatterjea’s [9].  

  [       exists,           [               ],                                        … 5  

In [10], Rhoades showed that the conditions (3), (4) and (5) are independent ,while in [7], 

Zamfirescu’s  presented the generalization of the aforementioned conditions, which is  called 

the  -operator  ,that means an operator    is  called the  -operator if it satisfies at least one 
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condition of  (3), (4), or (5). Berinde [11]completed Kannan’s theorem and Zamfirescu’s 

theorem with error estimates of Picard iterations and the convergence rate. The  -operator 

leads to the following conclusions for all       : 

(i)                            using condition (4) and  

(ii)                            using condition (5)  

where       {  
 

   
 

 

   
} and   [    . Any mapping that satisfies condition (i) or (ii) is 

called a quasi-contraction mapping [12]. 

The following contractive condition has been mentioned in the [13], for single valued 

mappings in metric space case, we present the contractive condition for multivalued mappings 

in Cat (0) spaces. Let   (A,B) be  Hausdorff  between  A, B      where     is  a collection 

of all nonempty subsets of     and   (A,B) = max{        (a,B),        (b,A)}, 

where  (a,B) =        (a,b). 

Definition 1.7: A mapping        is called general quasi contraction if there exist            

        and   is continuous strictly increasing function   [     [     with        

such that  

                            ,                                                                     … 6 

Remark 1.8: If   is satisfies condition (6) and        then      is singleton. Suppose that  

          is two fixed point of  , we get  

                                      , where        

that is               , e.i.,      

  We present the definition of an approximate mapping for multi-valued mappings: 

Definition 1.9: We say that    is an approximate mapping of   where           if, for 

some     we have                 for all     

 The following lemmas are needed: 

Lemma 1.10 [14]: let {  }   
 be a non-negative real sequence and         for all      

                     , where  ∑      
   ,          for all     

and             then                           . 

Lemma1.11: [15] Let {  }   
  be a non-negative real sequence and there exists                   

             for all     .          and ∑   
 
     . This is satisfying the following 

inequality: 

                      
   

      

Lemma 1.12: [16] [17]  Let {  } be a sequence non-negative such that for all    ,     

        ] . if ∑      
    then  ∏     

        . 

Definition 1.13: [17] Let {  } and {  } be two real sequences  which are  convergent to the  

limits   and    respectively if they satisfy the following  

      |
    

    
|   , then {  } converges faster than{  }. 

   This work includes many new results about the approximate fixed point in the field of 

geodesic spaces which are always varied and renewable. It is appropriate to refer to other 

related results such as in [18-20]. 

2. Main Results 

       Let                               {                                  },  and 

          satisfies condition (6) with      ,then we have the following results.  

Theorem 2.1: The sequence 〈  〉 in (1) with∑      
   , converges to a unique fixed point 

of  .  

Proof: The uniqueness comes from Remark (1.5). Use (1), (2) and used Lemma (1.12), we 

get 

 (        )                          
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 (1                               
                                                                                                                    … 7 

and,                                 
                                                                                               … 8 

substitution of (8) in (7) 

 (        )                          

 (1                               

                       
               (       )               

  [(1 –                   
   ]        

 [            ] (       )                

 [           ]         
                                       ∏ [         

 
   ]         

                                               [∏        ] 
  

          ] 
Then proof is complete and              
Theorem 2.2: Let       . Then 〈  〉 in (1) converges to   if and only if 〈  〉 in 2 

converges to  , where         , for all      
Proof: Suppose that 〈  〉 defined by (1) converges to  . To prove 〈  〉, which is defined by 

(2) converges to  . We have the following estimates: 

                                           , where       

                               (        )                                                   … 9                                                

                                   , where        

       [                 ]                                                   … 10                                      
                                   

                                                                                         . .. 11 

By combining (9), (10), and (11) we obtain 

                 [(         )(         )]         

                      

 [  (         )]            

                     (        )                                                                   … 12 

since   ,   ,         for all n   , 

                                                                                               … 13 

using (13) and the assumption         for all n   in (12) then 

                 [        ]                              

 [        ] (        )     (        )                                                            … 14 

Define                               and 

   [        ] (        )     (        )     (        )

                       
Since                 and            it follow from (6) that  

           

                  

                              
                        

Then                 , Now using the same argument to get 

                            
                              

              
                                    



Taresh et al.                                                  Iraqi Journal of Science, 2022, Vol. 63, No. 1, pp: 233-240 

 

237 

                         
that is,                   namely           Hence, by Lemma (1.11) and (14) lead to 

   
   

            Since              . Therefore  

                         
and this implies that    

   
      

Now, if 〈  〉 converges to  , we will prove that 〈  〉 converges to z. 

Using (6), (1) and (2) we have 

                                           

                                (        )                                                … 15 

 

                                   

                               
                  (        ) 

                            (        )                                                       … 16 

 

                                   
                                 (        ) 

 [         ]             (        )                                                              … 17 

by combining (15), (16), and (17) we obtain the following 

                 {           [         ]}         

                                                    

                                [           ]            
                                                                                                                               … 18  
since q,             for all n    
            ,                                                                                       … 19  

using (19) and the assumption         for all n   in (18) , it follows that  

                 [        ]         

                               [        ] (        ) 

                                   [          ]                      .                                … 20 

Define 

   ‖     ‖  
               , 

   [        ] (        )  [          ]                       
Since       ‖    ‖    and            it follow from (20) that  

            
                  

                              
                        

Then                 . Similarly, we can get  

                               

                              
              

                                    

                         
This gives,                   namely           Hence an application Lemma (1.11) 

to (14) getting    
   

            since            by assumption, driving 
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which  implies that       
   

    

Theorem 2.3: If the sequences 〈  〉 and 〈  〉, that defined in (1) and (2), respectively 

converge  to  . Then 〈  〉 converges to z faster than 〈  〉  
Proof: By Theorem (2.1) we have  

 (        )  ∏ [         

 

   
]         

by using  the same technique of proof of Theorem (2.1) with 〈  〉 then we have 

 (        )                          , where        

       [         ]        

    [         ]        
 [         ][          ]         

since   ,   ,        for all n  , 

                               then 

 (        )  [          ]         

                        ∏ [          ]        
 

   
 

   
   

 (        )

 (        )
    

   

∏ [         
 
   ]        

∏ [          ]        
 
   

 

   
   

  ∏
[         ]       

[          ]        

 

   
 

since      , then,             
 

Finally,       
 (        )

 (        )
    

Therefore from definition (1.6), we conclude that the convergence of 〈  〉  is faster than 〈  〉. 
Theorem 2.4: Let    be an approximate mapping of a general quasi contraction mapping 

          with                 let 〈  〉 and 〈  〉 be as in (10) with 〈  〉 〈  〉  

[     satisfying (1)
 

 
         (2) ∑      

    then         
  

   
, where       

                       〈  〉 , . 
Proof: Define  of    by 

                    
      

                                                                              ... (21) 

                
  

where  
        

      

using (6), (2) and (21), we obtain the following where               

 (             )               
          

   

       [                  
  ]    [                

  ] 

       {            (        )   } 

   {                        }                                                                                … 22 

                                 
   

                    [                  
  ] 

                  {            (        )   } 

 [    (1   ]             (        )                                                           … 23 

combining (22) and (23), we get 

 (             )  {           [         ]}         

                    {          } (        )                

                                                                                                      … 24 
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For {  }   
  {  }   

  [     and   [     

(1                                                                                           … 25 

it follows from (1) that (1                         

Therefore, combine (25) and (24) to (23), and we get  

 (             )  [         ]              (        ) 

                            

this is equivalent to   

 (             )

 [         ]        

        
{             (        )    }

   
  

Now define               

                  

   
{             (        )   }

   
                                                                                         … 26 

From Theorem (2.1), we have                 , because of             and   

satisfies condition (6), We can use the same argument that applied to the  proof of Theorem 

(2.2).  

Then                                                                       

             
   

       
   

             

By applying lemma (1.11) and (26), we get         
  

   
 . 

Open problem: We suggest a similar study with the application of the results contained in 

[21] or [22] .  
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