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Abstract

In this research, a new technique is suggested to reduce the long time required by
the encoding process by using modified moment features on domain blocks. The
modified moment features were used in accelerating the matching step of the
Iterated Function System (IFS). The main disadvantage facing the fractal image
compression (FIC) method is the over-long encoding time needed for checking all
domain blocks and choosing the least error to get the best matched domain for each
block of ranges. In this paper, we develop a method that can reduce the encoding
time of FIC by reducing the size of the domain pool based on the moment features
of domain blocks, followed by a comparison with threshold (the selected threshold
based on experience is 0.0001). The experiment was conducted on three images with
size of 512x512 pixel, resolution of 8 bits/pixel, and different block size (4x4, 8x8
and, 16x16 pixels). The resulted encoding time (ET) values achieved by the
proposed method were 41.53, 39.06, and 38.16 sec, respectively, for boat , butterfly,
and house images of block size 4x4 pixel. These values were compared with those
obtained by the traditional algorithm for the same images with the same block size,
which were 1073.85, 1102.66, and 1084.92 sec, respectively. The results imply that
the proposed algorithm could remarkably reduce the ET of the images in comparison
with the traditional algorithm.

Keywords: Partitioned Iterated Function System , Domain Blocks, Encoding ,
Moments Features
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1. Introduction
A new image compression technique, called fractal compression, has become rapidly popular.
Nowadays it is being used in many implementations, including texture segmentation, image
compression, image signatures, feature extraction, and image watermarking [1]. Fractal image
compression (FIC) is a method of lossy compression, attempting to construct an
approximation of the original image. The major task of this method is to examine similarities
between large and small parts of images [2]. FIC is utilized in various image processing
applications, such as image retrieval, feature extraction, image signature, multi-resolution
medical image processing, and texture segmentation [3]. It has important advantages, such as
high compression ratio and fast image reconstruction. Also, its multi-resolution property is
one of the advantages achieved by decoding the image to get lower or higher resolutions than
the original image. In addition, it is possible to zoom-in on the different parts of the image [4].
The major problem facing FIC is that the similarity matching process between the range
blocks and domain blocks is complex. This problem could be solved through an effective
technique that reduces the size of the domain pool based on the moment features of domain
blocks, followed by a comparison with a threshold value before the matching process, so as to
make the encoding process faster [5].
2. Traditional PIFS Encoder
The basic idea of Partitioned Iterated Function System (PIFS) is dividing the image into non-
overlapping range blocks by quadtree, fixed with Horizontal Vertical (HV) partitioning [6].
The domain pool creation module is responsible for the creation of a domain array (Hgx Wy)
which is quarter the size of the original image order (H xW),(i.e.,Hq= H/2 and Wy= W/2).
The data of the domain array is taken from the range array; there are many methods to choose
the data from the range array to fill the domain array. For each four neighboring pixels in the
range array, only one value of these pixels is stored in the domain array. In this work, the
average of each four neighboring pixels in the range is applied to filling in the identical
position in the area [7].
After generating the range and domain library (or domain pool), the matching process is
applied for each range block with all domain blocks (D) recorded in the domain library (or
domain pool). In order to achieve a minimum distortion error R, there should be the best
match between the domain block and range block [8].
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The IFS coefficients of equation (1), i.e. the scale "S' and the substitute "O", are determined
by using the following equations:
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There is a simple formula for R, which is: rms = v R [9].

(2)

(3)

The quantization of the IFS coefficients is performed by assigning a number of bits for
substitute and scale to store their quantization indices. By using equations (4), (5), and (6), the

quantized substitute and scale values are computed [10, 11].

S, .
b r_nax lf Smax = — Smin
— 2Ps—-1
QS_ Smax _Smin . S S
2bs—1 lf max * - min
. S
is= round (—)
Qs
Sq= is Qs

where:

S max : IS the highest allowable value of scale coefficients.
S min - IS the lowest allowable value of scale coefficients.
bs - is the number of allocated bits.

Qs . is the quantization stage of the scale coefficients.

Is : is the quantization index of the scale coefficients.

Sq . is the quantized value of the scale coefficients.

Omax . _
Q _ 2bo—1 lf Omax - = Omin
07) 0 — 0 s
max min '
2bo—1 lf Omax * _Omin

l,=round (Q%)

Og= 10Qo
where:
Omax : IS the highest allowable value of substitute coefficients.
Onmin : Is the lowest allowable value of substitute coefficients.
b, :isthe number of allocated bits .
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Qo : is the quantization stage of the substitute coefficients.

I, : isthe quantization index of the substitute coefficients.

Oq : is the quantization value of the substitute coefficients.

The quantized values of scale (S) and substitute (O) parameters should be used to calculate
the sum of square error R using equation (1). The value of the error ® is compared with the
minimum recorded error (Rmin). The IFS parameters are calculated and the sum of the error,
for any matching case between the range and each domain of the block, is recorded in the
domain pool [12] .

If R< (Rmin) then

Sopt = s ;Oopt =ip; Rmin=R

End if [6].

In the decoding stage, the approximations could be performed several times, starting with any

random image until reaching the fixed point [6].

2. Usage of Moments in the Modified PIFS Encoder

The range and domain pools are generated first, where f(x,y) represents image block and the

around its center point (xc,yc). The moment of order (p+q) of block (f) is defined as [7]:
M(p,Q) = Zy Zx(x — Xc )p (y - yc)q[f(x' y) - f_(x: Y)] (10)

When this definition is applied to determine the first order moments of the domain and range

blocks, the following expressions are obtained:

Ma(1,0) = 423 20 (x — ko) (dij — d) (11)
Ma(0,1) = X520 X5 (v — ko) (dy; — d7) (12)
k, = % (13)

Now, the moments ratio factor (R) is:

_m?(0,1)— m?(1,0)

_m2(0,1)+m2(1,0)
So, the moment ratio factors value for domain is:

_ m3(0,1)— m3(1,0)

Ri= m%(0,1)+m§d(1,0) (15)

The moment value of domain blocks is compared with a threshold value. If the moment value
is lower than the threshold, then we compute the matching between the domain and range
blocks. The processes involved in this modified moment can be summarized by the following
steps:
Stepl: Load the image.
Step2: Choose the threshold.
Step4: The image is subdivided into fixed-sized blocks with non-overlap (R1... Rn-1).
Step5: Generate the domain image from the original image by the averaging method.
Step 6: Build new domain blocks (D1...Dp.1).
Step7: Do the mapping process by

(14)

o compute the moment by using equation (10) for each new domain block
o compute the scale (S) and substitute (O) coefficients according

o Compute the s and o values

Step8: Compare the moment of the domain block with threshold.

a) If the moment value of the domain block is lower than the threshold

b) then Dy; is the best matching:
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. Compute RMS using equation (1). If RMS is less than €, then store the IFS code; else,
go to the next domain block.

4. Experimental Results

The proposed algorithm was tested by using gray scale images of boat , butterfly, and house
(512x512 pixels). The execution of the proposed algorithm was carried out on a laptop Intel®
Core i5-2410; 4 GB RAM 500 GB Hard-Disk with Windows 10, using the modified moment
features through the MATLAB environment facilities. The experiment was implemented with
the technique of quad tree partitioning, allowing up to three block sizes (4x4, 8x8, and 16x16
pixels) to be examined. Table (1) lists the results obtained by using the traditional fractal
images compression method. The results tables (2) , (3) and (4) show the encoding time with
the values of PSNR and CR. The results of the proposed algorithm for boat , butterfly, and
house images are presented in figures (2b) , (4b), and (6b) , respectively. Figures (1), (3), and
(5) show the results of the encoding time for the tree values of block size for both the
moments and the traditional algorithms.

Table 1-Test results of PSNR, ET, and CR values for images (512x512 pixels) processed with
the traditional algorithm;
block size ( 4x4, 8x8 and 16x16 pixels).

Image BLOCKSIZE PSNR ET CR
ax4 37.14 1073.85 6.02

boat 8x8 36.06 1006.14 11.17
1616 31,57 914.82 19.08

4xd 35,63 1102.66 6.97

butterfly 8x8 33.94 959.08 13.85
1616 2073 890.29 21.93

4x4 37.28 1084.92 4.94

house 8x8 31.96 947.68 11.89
1616 26,51 878.39 21.06

Table 2- Test results of the processing of the boat image (512x512 pixels) using the proposed
moments method; block size ( 4x4, 8x8 and 16x16 pixels), threshold ( the selected threshold
value based on experience is 0.0001) .

boat (512x512) pixels

THRESHOLD BLOCKSIZE PSNR ET CR
0.0001 4x4 31.95 41.53 5.14
0.0001 8x8 28.36 20.74 12.42
0.0001 16x16 23.17 15.06 20.37
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Figure 1-Comparison of encoding times (ET) between the proposed and traditional

algorithms

Figure 2-(a) original boat image

(512x512 pixels), (b) boat image (512x512 pixels)

processed using the moments algorithm; PSNR= 31.9514, ET= 41.53811, Block size= 4x4 ,

CR=5.14.

Table 2-Test results of butterfly image (512x512 pixels) with the proposed moments method,;
block size ( 4x4, 8x8 and 16x16 pixels) , threshold (the selected threshold value based on

experience is 0.0001) .

butterfly(512x512) pixels

THRESHOLD  BLOCKSIZE  PSNR ET CR
0.0001 4x4 29.27 39.06 6.27
0.0001 8x8 24.42 18.13 13.39
0.0001 16x16 21.63 13.94 20.94
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Figure 3- Comparison of encoding time (ET) values between the proposed and traditional

algorithms.

Figure 4 -(a) original butterfly image (512x512 pixels), (b) butterfly image (512x512 pixels)
processed using the moments algorithm; PSNR=29.2702, ET= 39.062811, Block size= 4x4,

CR=6.27.

Table 3-Test results of the house image (512x512 pixels) with the proposed moments method
; block size (4x4, 8x8 and 16x16 pixels) , threshold( the selected threshold value based on

experience is 0.0001) .

House (512x512) pixels

THRESHOLD BLOCKSIZE PSNR ET CR
0.0001 4x4 30.52 38.16 5.82
0.0001 8x8 24.34 17.81 11.96
0.0001 16x16 20.76 13.24 20.47
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Figure 5-Comparison of encoding times (ET) between proposed and traditional algorithms.

Figure 6-(a) original house image (512x512 pixels) , (b) house image (512x512 pixels)
processed using the moment algorithm; PSNR=30.5218, ET= 38.719046, Block size= 4x4,
CR=6.27.

5. Conclusions

Our experimental results were based on the comparison of the traditional fractal image
compression algorithm and the proposed method based on the moment technique. We
observed that the highest ET value of boat image (block size 4x4) using the proposed method
was 41.53sec, while that obtained using the traditional algorithm (was 1073.85sec. This
means that the encoding time of the traditional algorithm was decreased about 1032.32 sec
when the proposed algorithm was applied. This implies that we could achieve the aim of
overcoming the long encoding time problem. In addition, our results showed that when the
size of the block increased, the ET and PSNR values decreased and C.R. increased.
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