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Abstract  

    COVID-19 (Coronavirus disease-2019), commonly called Coronavirus or CoV, is 

a dangerous disease caused by the SARS-CoV-2 virus. It is one of the most 

widespread zoonotic diseases around the world, which started from one of the wet 

markets in Wuhan city. Its symptoms are similar to those of the common flu, 

including cough, fever, muscle pain, shortness of breath, and fatigue. This article 

suggests implementing machine learning techniques (Random Forest, Logistic 

Regression, Naïve Bayes, Support Vector Machine) by Python to classify a series of 

chest X-ray images that include viral pneumonia, COVID-19, and healthy (Not 

infected) cases in humans. The study includes more than 1400 images that are 

collected from the Kaggle platform. The experimental outcomes of this study 

confirmed that the supported vector machine technique has high accuracy and 

excellent performance in the classification of the disease, as reflected by values of 

91.8% accuracy, 91.7% sensitivity, 95.9% specificity, 91.8% F1-score, and 97.6% 

AUC. 
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في جدم  COVID-19 تطبيق تقنيات التعمم الآلي لترنيف صهر الأشعة الدينية لمرئة لاكتذاف
 الإندان

 
 معد محدن مجهل

العراق بغداد، الجامعة،كمية بغداد لمعمهم الاقتصادية  الحاسهب،قسم ىظدسة تقظيات 1  
 

  الخلاصة 
، مرضًا CoVأو  Coronavirus(، الطعروف باسم 9112-)مرض فيروس كهرونا  COVID-19يُعد     

العالم، بدءًا من . إنو أحد أكثر الأمراض الحيهانية الطظشأ انتشارًا حهل SARS-CoV-2خطيرًا يسببو فيروس 
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صهرة تم جطعيا من مظصة  1011)ليس مصابة( لمرئتين عظد البشر. تتضطن ىذه الدراسة أكثر من  سميطةو 
Kaggle تقظية آلة الظاقل الداعطة ليا دقة عالية وأداء مطتاز في . أكدت الظتائج التجريبية ليذه الدراسة أن

٪ 29.9و F1٪ درجة 21.9٪ خصهصية، 2..2٪ حساسية، 21.9٪ دقة، 21.9تصظيف الطرض، وىي 
AUC . 

1. Introduction 

    In 1918, a fatal pandemic called the Spanish flu (mother of all pandemics), swept through a third of 

the planet's population and killed between 40 to 50 million people within two years, according to the 

statistics of the US centre for disease control and prevention (CDC) and the world health organization 

(WHO) in Switzerland [1]. Today, after 100 years, another virus appears to be more powerful, more 

fatal, and faster to spread, threatening the lives of millions of people on this planet, which is named by 

the WHO as COVID-19[2] [3]. In March 2020, it was considered as a pandemic global communicable 

disease. Figure-1 shows people wearing masks in 1920 and 2020 (the difference is only a hundred 

years of time). The number of cases of COVID-19 disease is 71M (Recovered: 45.3M and Deaths: 

1.59M), according to the WHO statistics until the end of this work (December 2020). In Iraq, the 

number of infections is increasing dramatically and noticeably among citizens of all ages and races. 

The control of this epidemic has become somewhat difficult to the point that the number of infections, 

since the spread of the virus in Iraq in February 2020 to the mid-December 2020, has reached 571K 

(Recovered: 502K and Deaths: 12,526). All this information and statistics are extracted from the 

official website of the ministry of health of Iraq as well as the WHO [4][5]. 

    Chest radiological imaging techniques, such as X-radiation (X-ray) and computed tomography 

(CT), are favoured to diagnose COVID-19 in the early stages. Through these techniques, the 

percentage of infection in each person is distinguished [6]. The rapid spread of the disease in question 

and the increase in mortality rates in many nations reveal that an efficient treatment method should be 

generated. For this reason, measures to control the disease became obligatory, including early 

quarantine, diagnosis, and daily follow-up. At this point, artificial intelligence (AI) techniques can 

contribute to the above perspectives [7].  With a severe lack of specialists, while large similarities are 

observable between COVID-19 and traditional pneumonia, the AI powered auto-sensing model could 

be an important milestone towards dramatically reducing test time [8]. The solution system gives both 

a lower-cost and a more accurate diagnosis-treatment for COVID-19 as well as similar diseases like 

viral pneumonia. Figure- 2 (b) shows a high-resolution image of COVID-19 virus. 

 

 
 Figure -1 People wearing masks in 1920 (black and white photos) and 2020 (colour photo). These 

images are downloaded from Google and are freely available. 

 

    Many studies have been conducted in the literature using machine learning techniques (MLTs) for 

the purpose of diagnosis of patients with COVID-19 virus.  Actually, many manuscripts and papers 

are pre-printed and can be found on the ResearchGate website. The ResearchGate has created a page 

only for COVID-19 research community; this page contains a large number of research papers and 

manuscripts, which are under continuous development and updating. For example, in Kumar et al. [9], 

a collection of chest x-rays is analysed using deep learning techniques (ResNet152) as well as machine 

learning for a group of people who suffer from the virus and another group of healthy people. This 

study achieved accuracy values of 97.3% by random forest technology and 97.7% by XGBoost 

technology to predict the disease. In a study conducted by Khanday et al. [10], a set of clinical reports 

were relied on to classify people with COVID-19 disease using MLTs (multinomial Naïve Bayes and 
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Logistic Regression) with the application of feature engineering parameters, such as frequency/inverse 

document frequency, Bag of words, and report length. In that study, the researchers were able to 

achieve high results in detecting the disease with greater than 96% accuracy.  In a study conducted by 

Ahammed et al. [11], deep learning and ML approaches were applied to a set of chest x-ray images for 

patients with COVID-19. The database of this study includes images from the Kaggle and GitHub 

platforms. The results of this investigation described >94% accuracy, >95% AUC, >94% f-measure, 

>94% sensitivity, and >97% septicity. In a study conducted by Wang et al. from China, a technique of 

deep learning, namely Xception, was mixed with a technique of machine learning, which is the 

Support Vector Machine. They applied this idea to more than 1100 X-ray images of people with 

COVID-19 disease. Their study showed excellent results as it reached an accuracy of more than 99%, 

which is outstanding, while when applying the Xception technology alone, they achieved an accuracy 

of more than 96%. This paper is recommended to be viewed because it contains useful information 

[12]. 

    There are also many studies in implementing deep learning techniques in the classifying of chest x-

ray images of the disease caused by COVID-19 virus. For example, in a study conducted by Dansana 

et al. [13], the convolution neural networks method is applied with three classifiers, namely 

InceptionV2, VGG-19, and decision tree, to classify a collection of CT scan and X-ray images. The 

results of this study showed 91% of VGG-19, 78% of InceptionV2, and 60% of the decision tree 

model. In a study by Azemin et al. [14], the convolutional neural network architecture is applied with 

ResNet-101 classifier to detect COVID-19 in chest X-ray images. The outcomes of this study achieved 

an accuracy of higher than 71%, specificity of higher than 71%, and sensitivity of higher than 77%. 

Another study was conducted by Sekeroglu and Ozsahin from Turkey [15] who employed machine 

learning as well as deep learning techniques in detecting chest x-ray images for patients. This study 

includes 6100 images (Healthy:1583, Pneumonia:4292, and COVID-19:225). The results are as 

follows: Accuracy of >98%, specificity of >99% and sensitivity of >93%. In a recent study published 

in 2021, Castiglioni et al. proposed the application of deep learning in the analysis of chest X-rays of 

patients from Lombardy, Italy, where the number of images used reached 500 (COVID-19 and non-

COVID-19 images). This study reached results of classification as follows: 0.78% sensitivity, 0.82% 

specificity, and 0.89% AUC [16]. There are still many new articles and papers written and published 

every day in the hope of serving to get effective treatment to overcome this epidemic. 

    The main contribution of this scenario is to classify a set of chest X-ray images taken from 

Kaggle.com, by applying very beneficial classic machine learning techniques in predicting the 

COVID-19 virus, and analyse the results of these techniques by accuracy, sensitivity, specificity, F1-

score, and AUC. These technologies will play an essential and influential role in identifying, 

predicting, and preventing illnesses caused by coronavirus. Fortunately, machine learning, as one of 

the well-known applications of AI, has been extensively applied to many COVID-19 datasets in many 

articles. 

    The rest of the article is organised as follows: Section 2 covers a description of the COVID-19 and 

how it began and spread throughout the world, its symptoms, and the structure of this pandemic. In 

Section 3, materials and methods are discussed. In Section 4, experimental outcomes of ML 

techniques are presented. The last section discusses the conclusions and future work for 

improvements. 

2. COVID-19 Pandemic Structure 

    The novel coronavirus (COVID-19) epidemic is a hard episode that began in Huanan Seafood 

Market in Jianghan District, Wuhan, China, in December 2019. It was described to be transmitted 

from bats to individuals, being spread around the world. It became a fatal epidemic which health 

systems in many nations failed to control. The most prominent symptoms and signs of infection are 

dry coughs, fever, sore throat, headache, muscle pain, weakness, diarrhoea, and shortness of breath 

[17]. In more advanced cases, it causes severe pneumonia, causing inflammation in the lungs due to 

oxygen difference and multiple organ failure. Significantly, this disease has more dangerous and 

corrosive effects for those with chronic illnesses, those with weak resistance or immune system, 

smokers, and the elderly [18].  

    All over the world, the number of patients with COVID-19 virus is developing day by day. Even 

well-developed countries like Italy, the United States, France, Spain, and the United Kingdom could 

not shield themselves sufficiently and are hugely influenced by this pandemic. In the light of all this 
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information, early diagnosis of the disease is of great interest to stop the pandemic effectively or at 

least to reduce the possible damage of the virus, taking into account the health system in each country. 

The incubation period lasts from one to fourteen days, most often around four or five days. Symptoms 

appear gradually: muscle pain, headache, and fatigue [19]. Dry cough and fever then occur at the 

height of the disease, with possible chest pain and problems in breathing [20]. In some victims, these 

symptoms are accompanied by a sore throat, while the psychological state of victims also deteriorates. 

Some victims do not present any symptoms or signs. This category of people is considered the most 

dangerous in transmitting the virus to their families and friends or to anyone in the community. Other 

clinical symptoms/ signs have been reported as the sudden loss of smell and taste, diarrhoea, or the 

appearance of frostbite on the extremities of the hands and feet [21]. 

Coronaviruses have rounded morphology and diameter of 100-150nm (about 600 times smaller than 

the diameter of a human hair!) [22]. Starting from the outermost layer and progressing gradually 

towards the inside of the virus, it is possible to notice different structures as shown in Figure- 2 (a) and 

listed below: 

- S(Spike)-Glycoprotein [23]: the virus shows projections on its surface, with a length of about 20 

nm. Three S-Glycoproteins are joined together to make up a trimer; the trimers of this protein form the 

structures which, taken together, resemble a corona surrounding the virion. 

- M(Membrane)-Protein [24]: this protein actively interacts the virus with the ribonucleic acid 

(RNA) protein complex. 

- Hemagglutinin Esterase (HE) [25]: this coating protein, smaller than S-Glycoprotein, plays an 

important role during the virus release phase within the host cell. 

- E-Protein [26]: this protein helps the S-Glycoprotein to attach itself to the membrane of the target 

cell. 

- Envelope [27]: it is the envelope of the virus, consisting of a membrane that the virus "inherits" 

from the host cell after having infected it. 

- RNA and N(Nucleocapsid)-Protein [28]: the Coronavirus genome is made up of a single strand of 

large size positive polarity RNA (from 27 to 32kb in the different viruses). RNA gives rise to seven 

viral proteins which are associated with the N-protein, which enhances its durability. 

 

 
                                             (a)                                                                           (b) 

   Figure -2 (a) Structure of the COVID-19, (b) High-resolution image of the virus from Goggle 

images (these images are open to all users).  

 

3. Martials and Methods 

3.1 COVID-19 Dataset 

In this section, machine learning techniques are introduced, but before that, we must know the 

difference between a lung infected with a Coronavirus (COVID-19), traditional pneumonia, and 

normal (healthy). This is illustrated by Figure- 3 that demonstrates chest X-ray images in victims. 

Figure- 3 (a) exhibits clear lungs, which are normal with no unusual zones (not infected). Figure- 3 (b) 

presents viral pneumonia with a more scattered pattern in both lungs. Figure- 3 (c) shows lungs which 

are infected with the Coronavirus (COVID-19). All of these images are collected from Mooney [29] 

and Khoong [30], while some images were used from Google (to enhance the code), with the file size 

reached more than 2 GB. 
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                                        (a)                                            (b)                                         (c) 

Figure -3 Example of X-Ray images for lungs in humans. (a) Normal lungs, (b) Viral pneumonia, and 

(c) COVID-19.    

 

    Table-1 shows the total dataset (train sets & test set) collected from this platform. On this platform, 

a database called (CORD-19) has been created and includes more than 29k chapters and more than 

13k full-text papers about coronaviruses (SARS-CoV-2, COVID-19). This openly accessible dataset is 

presented to the global study community to implement recent advances in natural language processing 

and other artificial intelligence techniques to generate new opinions in support of the ongoing fight 

against this dangerous disease. In addition to applying the machine learning techniques in classifying 

and predicting the infection of COVID-19 along with viral pneumonia cases, these techniques have 

also been applied in predicting the survival rates of coronavirus patients. 

In this study, 70% of the data in the dataset is applied to train the model and 30% to test the model. 

These images are of different sizes and with high-resolution, where the dimensions are 2024 * 1826 in 

JPEG format. For preparing the final experiments, the format of all the images is converted to Portable 

Network Graphics (PNG) while preserving the characteristics of the images. Furthermore, each of the 

viral pneumonia, COVID-19, and healthy class images are resized to 224*224. The working 

mechanism depends on analysing the test images for all the classes used to classify them, with finding 

each classifier's accuracy in determining the disease in the patient's lung and giving the best accuracy 

result. 

Now, the techniques that are applied in this study to classify X-ray images to detect COVID-19 

disease will be discussed in brief, and they are illustrated below. Figure- 4 illustrates the steps of work, 

which are the input stage, the models selection (feature extraction, feature selection, and classifier), 

and the output stage. 

 

Table 1 X-ray images dataset  utilised in this work is a training set and a test set. 

Dataset 

Bifurcation 

Classes 

COVID-19 Pneumonia Normal 

Training Set 389 401 397 

Test Set 113 113 113 

Training+ Test set 420 514 510 

Final total: 1445 
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Figure 4-The stages of work that start from entering information (images) to presenting results for 

each technique. 

 

3.2 Machine Learning Techniques 

In this sub-section, the machine learning techniques applied in this work are briefly described, along 

with the working mechanism, and the features of each one. 

- Random Forest (RF) [31]  

It is a supervised classification model based on majority voting. Simply put, this classifier includes 

electing a random set of properties and generating a classifier with a boot sample of training data. In 

this way, a maximum number of decision trees is created and weighted voting is applied to eventually 

assign an unknown value to a class. This technique is characterized by treating the absent values 

through two methods; the first is by using the median values of the data to replace the continuous 

variables and the second is by computing the proximity-weighted average of absent values. Forest 

technique continues to run to get the job done, does not suffer from any overfitting, and never stops, 

making it very effective and trustworthy. The reason for that is that it takes the average of all 

predictions, which eliminates biases. 

- Naïve Bayes (NB) [32] 

This theory goes back to the reverend Thomas Bayes (English statistician), the person who studied 

probability and binomial distributions in the eighteenth century. NB is a pure probabilistic classifier 

based on the bayes theorem. Simply put, this classifier assumes that the predictor variables are 

independent of each other. In other words, the presence of a certain feature in a dataset is not at all 

related to the presence of any other feature. In addition, this classifier works well in many complex 

real-world situations. The power of this technique is that it assumes that the features of the data point 

are completely independent of each other. This technique relies on its work on probabilities to achieve 

certain goals to make predictions and classifications of data. This factor makes this technique unique 

in creating an intelligent system of extracting correct, accurate, and reliable data for the user. NB 

ignores all unrelated features and considers them strange. Another feature that some think is poor, but 

which is preferred by others, is that it works with huge datasets. 

- Support Vector Machine (SVM) [33] 

It is a supervised classification model that runs with powerful algorithms to recognize patterns of data 

behaviour. It is a widely executed tool in support of the medical image classification process. SVM is 

based on some nice simple ideas and provides a clear understanding of what the things learned from 

the examples mean. It can lead to high-performances in practical applications. Vladimir N. Vapnik 

launched this technique in 1995. SVM is based on analytical equations with different kernel function 

types to display separable nonlinear samples in high-dimensional domains. Kernel functions play a 

significant role in this technique of converting data from linear to nonlinear. In recent years, this 

technique has been widely utilised in the medical field, especially in applications including predicting 

brain diseases, Alzheimer's disease, hepatitis, and now analysing lung images (X-ray & CT-scan 
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images) of patients with COVID-19 disease. This technique operates on areas of high-dimensions and 

begins to work when the margins are clear and separable. One of its drawbacks is that it is not suitable 

for a large data set, which is one of the reasons that led to the success of this technique in this work. 

- Logistic Regression (LR) [34] 

It is a powerful and well-established method in the field of statistics and biomedicine. LR compares 

categorical results and an explanatory variable. It is a prediction model that can be used when the 

target variable is a categorical variable with two categories; for example active or inactive, healthy or 

unhealthy, winning or losing. The speed in implementation is the most valuable feature of the work of 

this technique compared to other techniques that are supervised, such as SVM. The methods applied in 

this technique with complex relationships between variables are very simplified. Its performance tends 

to be impaired if the decision boundaries are non-linear. LR's mechanism depends on the log odds 

ratio instead of the normal probabilities and the iterative maximum likelihood method instead of the 

least-square to fit the final model of classification and prediction. This means that the researcher has a 

great freedom in using this technique, especially when the classes are different and contain unequal 

arrays. 

4. Experiments Results 

    This section shows an analysis of the performance of machine learning techniques based on the 

results obtained by Python v3.8.0 and Spyder IDE v.4.2.1 with CPU: 2.30GHz Core i5-8300H, 

Graphics Cards: NVIDIA GeForce GTX 1050 with 4GB graphics (gaming), RAM: 8GB, and running 

on Windows 10 Home (OS Build 19041.488). In addition, a comparison is made between these 

techniques to reach the best technique in analysing these images, know their accuracy in recognising 

the type of disease in the patient's lung, and determine the technique whose accuracy is not appropriate 

in analysing these images. Tables 2, 3, 4, 5, 6 and Figure-5 present the results achieved. The 

performance of machine learning techniques is estimated using the classical metrics of accuracy 

(    ), sensitivity (    ), specificity (    ), and F1-score, as shown in the mathematical formulas (1), 

(2), (3), and (4), respectively. 
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where TN refers to the true negative, TP refers to the true positive, and FN and FP denote the false 

negative and the false positive, respectively. AUC is a value that uses the parameters of false-positive 

rate (FPR) and true-positive rate (TPR). It determines the performance of a classification model at all 

classification thresholds. Area under the curve for ROC (AUC-ROC) is an efficient measure to check 

the effectiveness of ML classifiers and it can be measured using formulas 5, 6, and 7. If the AUC is 

higher, it means that the classifier has a higher distinguishing ability, which can strongly distinguish 

the classes of images used and determine the presence or absence of viruses and the types of viruses in 

human lungs. Table 7 exhibits the time consumed by each model in classifying X-ray images. This 

table covers the training time used to analyse test images and the time used to analyse one image 

sample of each class. 

    
  

     
                                    

 

    
  

     
                                            

    ∫    (        )  
 

   

                        

 



Mijwil                                                       Iraqi Journal of Science, 2021, Vol. 62, No. 6, pp: 2099-2109 

               

2106 

Table 2-Results of the ML models for classification among Normal, COVID-19, and Viral Pneumonia 

images 

Models 
Performance Metrics 

Accuracy Sensitivity  Specificity F1-score AUC 

NB 89.4% 89.4% 94.7% 89.4% 97.3% 

RF 90.3% 90.3% 95.3% 90.2% 97.5% 

LR 91.2% 91.1% 95.8% 91.2% 97.1% 

SVM 91.8% 91.7% 95.9% 91.8% 97.6% 

 

Table 3 Confusion matrix for the performance of NB 

Predicated Class 

Actual Class 

 COVID-19 Normal Pneumonia 

COVID-19 96 2 15 

Normal 2 1.1e+02 0 

Pneumonia 17 0 96 

 

Table 4 Confusion matrix for the performance of RF 

Predicated Class 

Actual Class 

 COVID-19 Normal Pneumonia 

COVID-19 95 2 16 

Normal 1 1.1e+02 0 

Pneumonia 14 0 98 

 

Table 5 Confusion matrix for the performance of LR 

Predicated Class 

Actual Class 

 COVID-19 Normal Pneumonia 

COVID-19 92 1 20 

Normal 2 1.1e+02 0 

Pneumonia 7 0 1.1e+02 

 

Table 6 Confusion matrix for the performance of SVM 

Predicated Class 

Actual Class 

 COVID-19 Normal Pneumonia 

COVID-19 96 2 17 

Normal 2 1.1e+02 0 

Pneumonia 9 0 1e+02 

 

 
Figure 5-The behaviours of accuracy and AUC of each classifier in the classification manner of 

images 
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Table 7-Training time and testing time for the models  

Models Training Time (sec) Testing Time for one sample (sec) 

NB 2639.316755 0.01322173095 

RF 3606.886011 0.022614044305 

LR 3348.548371 0.02040854124 

SVM 19708.88222 0.1363421233 

 

5. Conclusions and Future Work 

     In this article, machine learning techniques are employed to classify a set of chest X-ray images of 

people with pneumonia and COVID-19, as well as images of healthy people. After several 

investigations, it has been found that the support vector machine technique is the most beneficial in 

terms of accuracy in detecting COVID-19, while the logistic regression technique has good and 

acceptable results in terms of accuracy. The performance of the random forest technique is quite good. 

The worst performance is that of the naïve bayes technique that does not give convincing and 

satisfactory results in this article. This article is concentrated on the values of accuracy and AUC 

because these values are essential in measuring the level of implementation of the Machine Learning 

classifiers among the three classes of COVID-19, normal, and pneumonia cases. In the future, deep 

learning techniques will be applied to these X-ray images of the injured human lung, and an analysis 

of the effects of these techniques will be made. Hopefully, developments in these techniques will 

finally contribute to the overall global efforts to overcome this crisis. 
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