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Abstract

The importance of efficient vehicle detection (VD) is increased with the
expansion of road networks and the number of vehicles in the Intelligent
Transportation Systems (ITS). This paper proposes a system for detecting vehicles at
different weather conditions such as sunny, rainy, cloudy and foggy days. The first
step to the proposed system implementation is to determine whether the video’s
weather condition is normal or abnormal. The Random Forest (RF) weather
condition classification was performed in the video while the features were extracted
for the first two frames by using the Gray Level Co-occurrence Matrix (GLCM). In
this system, the background subtraction was applied by the mixture of Gaussian 2
(MOG 2) then applying a number of pre-processing operations, such as Gaussian
blur filter, dilation, erosion, and threshold. The main contribution of this paper is to
propose a histogram equalization technique for complex weather conditions instead
of a Gaussian blur filter for improving the video clarity, which leads to increase
detection accuracy. Based on the previous steps, the system defines each region in
the frame expected to contain vehicles. Finally, Support Vector Machine (SVM)
classifies the defined regions into a vehicle or not. As compared to the previous
methods, the proposed system showed high efficiency of about 96.4% and ability to
detect vehicles at different weather conditions.

Keywords: Vehicle Detection, ITS, Gray Level Co-occurrences Matrix method
(GLCM).
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1. Introduction
With increasing the need for the VD processes in ITSs in the current days, the need for efficient and
robust vehicle detection systems that are able to work in all conditions was increased. To accumulate
the traffic information for better employment in the highway systems and increase the safety of
transport, huge amounts of money were invested in the traffic monitoring system (TMS), which is
considered as a fundamental part of the ITS [1].
In the vehicle detection fields, most systems face many problems and challenges which they are trying
to overcome in order to reach a strong and effective system operating at different weathers. The main
challenges are summarized in the following points [2]:
1) The systems attempt to classify the vehicles according to their types, such as Sedan, SUV, VAN
Truck, and so on.
2) For detection, these systems should be accurate and effective at different weather and lighting
conditions.
3) To work in real-time applications, the systems should reduce processing time as much as possible.
Due to these difficulties, researchers have employed diverse data acquisition and algorithms to solve
vehicle detection problems. The traffic controller, which exists in each intersection area, controls the
modern traffic systems, wherein intersections are managed based on the coordination between the
controllers of the different roadways. Real-time conclusions cannot be made based on the current road
condition [3]. Image processing is one of the data acquisition approaches where diverse approaches of
image processing are utilized to detect road vehicles. The commonly used approaches such as
background subtraction and edge detection assist in increasing the efficiency of vehicle detection.
2. Relevant Works
Many researches have been focusing on vehicle detection algorithms at different weather
conditions, some of which can be summarized as follows:
Yi-Ming et al. [2] proposed a vehicle detection system which worked in various illumination and
weather conditions, depending on computer vision tools. Four points were used for vehicle detection
in this system. These points were underneath, vertical edge, symmetry, and rear light. Particle filter
was utilized to multiple vehicle detection via a tracking approach called the Basic Sequential
Algorithmic Scheme (BSAS). The adopted system achieved detection accuracy of 84.9% in sunny and
darky conditions, noting that several cases exhibited unsatisfactory outcomes. Wu and Juang [4]
suggested a vehicle detection system in traffic complex conditions. They used the histogram extension
to adjust contrast, and then applied Gray-level Differential Value Method (GDVM) to detect moving
objects from the video frames. The last step was tracking and error compensation in order to improve
the objective tracking accuracy. Experimental results demonstrated that the suggested system was
good in traffic jams and complex weather conditions but the accuracy at rainy and dark conditions was
not good enough. Yang and Qu [5] proposed a system to detect and track vehicles in complex traffic,
where the system was depending on a background subtraction approach using ‘low rank + sparse’
dismantling. Kalman filter algorithm was utilized to track multiple moving objects. The proposed
approach yielded good experimental results in both qualitative and quantitative evaluations. Kumar et
al. [6] suggested an approach for counting and classifying vehicles by regression, which started with
preprocessing low quality videos by deleting noise utilizing Bi-lateral filter, then creating Background
mask using the Multi-layer Background subtraction method. The construction of a fast performing
kernel was used after that to extract the Foreground mask using a mixture of Gaussians. Both of the
extracted contour and cascaded regressions were the results of the foreground moving objects in the
Low-quality video. Ershadi et al. [7] proposed an approach for the detection and tracking of vehicles.
The approach started by using a modified inverse perspective mapping to eliminate the perspective
from the video. They applied Hough transform to detect road lines and moving objects based on
“Gaussian Mixture Models (GMM), where a chromaticity-based strategy was applied. The results
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indicated that the suggested system was good, particularly in occlusions and weather conditions.
However, this approach was not tested under camera vibrations and dusty weather. Ershadi and
Menéndez [8] suggested a system to track and count vehicles in sandy weather with the shaking of the
camera. The strategy was based on background subtraction combined with additional processing for
segmenting vehicles. This process involved the analysis of the headlight size, location, and area. Then,
the tracking was applied via a particle filter to detect the vehicle and compare the headlights using the
connected component analysis. Therefore, the vehicle counting implemented in this work was
depending on the pairing result. The obtained results showed that the strategy was suitable for difficult
conditions, such as nights and snowy and sandy weather with a vibrating camera, but it was difficult to
detect white vehicles under the snowy weather. Additionally, vibrations of the camera or background
movement possibly influenced the background subtraction method. Hsu-Yung Cheng [9] proposed an
estimation system for freeway traffic monitoring applications under bad weather conditions (rainy).
Traffic flow estimating approach used diverse features of day and night scenes to estimate the flow.
Then, the graph-based mapping model integrated the information of the vehicle count sequences and
compensated for the mistakes of per-frame vehicle counting estimate. The experiment results
demonstrated that the suggested system was able to analyze traffic flow under rainy conditions for
freeway surveillance cameras. Padilla et al.[3] proposed a system for vehicles and weather detections
via the optical flow and color histogram methods. They were able to use the histogram and optical
flow analysis to analyze frames of the video. Raindrops were placed through spatial and temporal
analysis, where the result was then deciding the weather condition in the video (raindrops or normal).
Testing the proposed system through fair weather displayed small deviations among the real and
theoretical values. The same was observed for rainy conditions

3. Feature Extraction

Frame features are the properties that indicate the frame completely. Feature extraction is the
process of defining the behavior of each pixel in the frame, depending on geometrical techniques that
allow distinguishing each pixel. The most effective features that are utilized for vehicle image
classification are the Texture Features, which depend on the repetition regarding the patterns or
patterns over the image region. The texture consists of essential information associated with the main
structural arrangement regarding the image surfaces, which is important for the computer vision
system to detect the edges of the objects [10] .

The GLCM method takes into concern the spatial pixel correlation, which specifies the frame
texture by calculating the number of occurrences of the pixel with absolute values in a specific spatial
correlation in the frame, which produces a Grey-Level Spatial Dependence Matrix, then extracts
statistical measurements from the matrix [11].

The dimensions of the GLCM matrix are determined based on the number of gray levels (N) in the
frame, which contains information about the frequency of occurrence of two neighboring pixel
combinations in a gray image. Texture features are defined by six features that are produced by the
GLCM, including contrast, correlation, homogeneity, angular second moment, energy, and
dissimilarity. Below is a detailed explanation of the six extracted features that were adopted in the
present study [12]:

a. Contrast: It calculates the amount of local variation that occurs in the image, and is expressed as
follows:

Contrast = Y, _; P(i,j)(i — j)? . (1)
where i and j indicate the matrix coordinates, N represents matrix dimension, and P (i, j) denotes the
probability value of the matrix at (i, j) coordinates.

b. Correlation: It is the linear dependence of grey levels in GLCM. If the elements of the matrix are
equivalent, then the correlation is high. The value of the correlation can be calculated as follows:
(@HPEN -4 1
e @
¢. Homogeneity: It calculates the local change of frame texture. It is an important value which shows
that the frame’s texture packs variations between the different areas. It can be measured by the
following equation:

Correlation =¥V | Z}Vﬂ

N PG
Nt T e (3

Homogeneity = ).
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d. Angular Second Moment (ASM): It calculates the frame homogeneity, reflecting the grey
equivalence and the texture roughness of the frame. ASM can be measured using the following
equation:

ASM = 3 _{P(i, )Y . (@)
e. Energy: It is the second angular moment of grey levels. For calculating the energy, the square root
of the ASM(as in equation 5) or the square of all pixels in GLCM (see equation 6) can be used:

Energy = VASM .. (5
Energy = ¥;; P(i, j)* ... (6)

f. Dissimilarity: It is similar to GLCM contrast (variation of grey levels), and it has a high value
when the local area has a high contrast. Equation (7) is used to calculate the dissimilarity.
Dissimilarity = 3.;_4i — j| P(i, ) )
1. Background Subtraction (BS)
BS is one of the essential steps of many computer vision systems. It is used for segmenting the parts of
a scene into the foreground (remained frames) and background (removed frames). This process
depends on the estimate of variances between the foreground and the background to produce a new
image, which depends on a given threshold to detect the moving objects in the scene from the static
objects [13]. Depending on the hypothesis that background is more repeatedly noticeable than the
foreground, and that background variance is little, a mixture of K Gaussian distribution models can be
made for each pixel in the scene. The probability that a specific pixel has a value of X, at time t is
displayed in the equation bellow [14]:

P(Xt) = Z{(:I wi,t'n(xt'”i,tfz i' t) eoe (8)

X 5) =~ exp 2% R KR ()
(2m)' /2[5 /2

Once the background is defined, the different parameters of the mixture of Gaussians must be
initialized. The parameters of the MOG’s are the number of Gaussians K, the weight W; ; associated
with the i Gaussian at time t, the mean p;; and the covariance matrix Z;,. The mixture of Gaussian 2
aims to solve the problem of the fixed amount of used distributions. By using an adaptable amount of
Gaussian distributions, mapped pixel by pixel, the MOG2 succeeds in improving the representation of
the complexity of colors in each frame [14].

4. Random Forest Classifier (RFC)

RFC is one of the most powerful methods in pattern recognition and machine learning for high-
dimensional classification. RFC contains a group of decision trees where each tree is produced by
utilizing a random vector sampled independently from the input vector, and each tree performs an
entity vote for the most general class to categorize an input vector. The RFC concept is to construct
binary subtrees via the training bootstrap samples from the learning sample L, and choosing randomly,
at each node, a subgroup of X [15]. The design of decision trees requires the selection of a
characteristic selection measure. The random forest classifier uses the Gini Index as a characteristic
selection measure, which measures the impurity of a characteristic that is related to the classes. For an
assumed training set T, and selecting one pixel at random and saying that it belongs to class Ci, the
Gini index equation is written as follows [16]:

2 2i(F(CLT)/ITN(F(CJ, T)/ITI) .. (10)
where f (Ci, T)/|T| is the probability of the chosen case to belong to Ci class. The RFC consists of N
trees, as defined in a previous work [16].
5. Support Vector Machines Classifier (SVMsC)

SVMsC is dependent on the statistical learning principle, which has the objective of identifying the
decision boundaries that provide the optimal isolation between the classes and leave the greatest
margin between the two classes. The margin is the sum of the distances to the hyperplane from the
nearest points of the classes. If the two classes are not linearly separable, the SVMsC attempts to
discover the hyperplane that maximizes the margin, besides,minimizing a quantity proportional to the
number of misclassifications. The trade-off between the margin and misclassification is controlled by
a positive user-defined parameter C [16].
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Figure 1-Two class hyperplane SVMsC.

Assume the training dataset to SVMsC of the formula {w;, yi}, i=1, 2, 3..., and that y; is either 1
or -1. As displayed in Figure- 1, the hyperplane isolates the red positive and the blue negative points.
The points that are put on the hyperplane w satisfy the relation wtx + w, = 0, where x is normal to
the hyperplane, as in equation (11), |W,|/|W] is the perpendicular distance from the hyperplane to the
origin, and |w| is the Euclidean normal of w, as in equation (12). The reply principle for the data
classification for Figure-1 is set according to the hyperplane with margin, as shown in an earlier study
[16]:

W' +Wy=>+1 forclass—1H1 ... (11)
W' +Wy< -1 forclass—2H2 ... (12)

These can be joined into one set of inequalities:
yiWwT + Wy)—1>0 Vi ... (13)

6. Design Methodology

In this paper, a vehicle detection system is proposed to suit various normal and complex weather
conditions, such as snow, fog, rain and cloud. The steps of the proposed system are illustrated in
Figure-2. The proposed system begins by extracting gray features from the frame to determine the
video weather condition; Random Forest Classifier (RFC) is adopted in the classification. The system
changes the pre-processing operations and the value of their parameters according to the weather
condition. After the weather condition is determined by the system, background subtraction process is
performed using a Mixture of Gaussian 2 (MOG2) method to detect the moving objects.
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Figure 2-The steps of the proposed system.

As mentioned above, the pre-processing operations and values of their parameters depend on the
state of the weather; the Gaussian blur filter, morphological, and threshold operations were applied on
the normal weather. While, in the complex weather, the Gaussian blur filter, histogram equalization,
morphological, and threshold operations were adopted. Videos at cloudy, snowy, or rainy weather
conditions have poor visibility, causing a difficulty in detecting objects. In order to resolve this
problem, the histogram equalization method was used to enhance the contrast of videos, while GLCM
was applied for extracting features from the detected objects as well as SVMC for determining
whether the detected object is a vehicle or not. All the above steps are explained in the algorithm (1).

Input: Input Video.
Output: Vehicle detection video.
Begin :
Step 1: Read Input Video
Step 2: While ( Not End of video) do /I Split video into sequences of
frames

Read Next_ Frame

Do For i=0

Do For j=0
G(i,j)=0.299%FR(i,j)+0.587xFG(i,j)+0.114xFB(i,j)  // Convert each frame into

Gray level
Loop until i= Colored Image width -1
Loop until j= Colored Image high -1
Step 3: if frame_count == 2 then
Let I = first frame [/l Feature Extraction by
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GLCM
Let J = second frame
Compute the GLCM values for 1,J

Compute Contrast Value using equation 1 /I compute contrast b
Compute Correlation Value using equation 2 /I compute correlation
Compute Homogeneity Value using equation 3 I/l compute homogeneity
Compute Energy Value using equation 5 I/l compute energy
Compute ASM Value using equation 4 /I compute ASM
Compute Dissimilarity Value using equation 7 /I compute dissimilarity

Classification 1 , J Weather_State using equation 10  // Classification two frame
by Random Forest Classifier

Step 4: remove noise by Gaussian Blur Filter Il Apply Gaussian blur filter for
each frame
Step 5: if Weather_State==1 then /I in Complex Weather condition

Apply Histogram Equalization /limplement histogram
equalization approach for each frame

Remove background using equation 9 /I perform background
subtraction for each frame

Apply Morphological Operations /[dilation and erosion

Else if Weather_State==0 then

Remove background using equation 9 /I perform background
subtraction for each frame

Apply Morphological Operations /[ dilation and erosion
Step 6: If f (X, y) > T then f (X, y) =0 else f (x, y) = 255 /l[segment an image using the
threshold.

Step 7: contours, hierarchy = cv2.findContours(threshold,
cv2.RETR_EXTERNAL,

cv2.CHAIN_APPROX_SIMPLE) /I find contour in

threshold frames using find Contours function in cv2 in python

Step 8: Do for contour in contours /I loop over each contour
Compute Contrast Value using equation 1 /I compute contrast b
Compute Correlation Value using equation 2 /[ compute correlation
Compute Homogeneity Value using equation 3 I/l compute homogeneity
Compute Energy Value using equation 5 I/l compute energy
Compute ASM Value using equation 4 /I compute ASM
Compute Dissimilarity Value using equation 7 /I compute dissimilarity

Classification | , J Weather_State using equation 13 // Classification two frame

by support vector machine classifier

Step : End While

End
The GLCM approach begins with generating the probability matrix for each frame in the scene and,
depending on the generated matrix, the features are extracted. The main features extracted in the
proposed system include contrast, correlation, homogeneity, dissimilarity, energy, and ASM for both
weather and vehicles.
Figure-3 demonstrates the features extraction from the gray frame, where, in the weather classification
process, the system takes two frames and converts them into the gray level to check if the weather
conditions being normal weather or complex. In the object classification, each frame in the video is
converted into the gray level to detect if the moving objects being a vehicle or not.
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Figure 3- Frame features extraction.

In this paper, the proposed method used a background subtraction approach called MOG2 for the
detection of moving objects in the scene. Figure-4 demonstrates the implementation of MOG 2 in a
sequence of frames for four videos in normal and complex weather conditions.

- | v
. = | T
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Figure 4-Implementation of a Mixture of Gaussian 2 in the sequential frames of videos.

7. Pre-processing Operations
In the preprocessing operations step, the proposed system begins with converting each frame into a
gray level, where the value of each pixel represents only spectral intensity information and ranges
between 0 and 255. The grey scale image (G) is produced by calculating the intensity of the
illumination of the color image, using equation (14):

G=0.299 x R+0.587x G +0.114x B ... (14)
Then Gaussian blur filter is applied on the gray scale frames to remove the noise. The Gaussian
function is expressed in one dimension and two dimensions, as in equations 15 and 16:

2

G(X) = \/2—?0_3 20 ... (15)
1 _x%+y?
G(X, V)= s—e 22 ... (16)

Histogram equalization technique is used when the weather condition is abnormal for image contrast
enhancement. Figure-5 illustrates the outcome of using a histogram equalization technique in the video
frames sequence.
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Figure 5- Application of olf'histogr‘am equaliztion.

Suppose that F( i, j) is a given image represented as a matrix of integer pixel intensities with a range
from 0 to L — 1. (L) represents the number of probable intensity values, which is mostly 256. Let P
indicate the normalized histogram of F. As a result:

number of pixels with intensity n
P, = v Y oo=0,1..., L-1. . (17)

total number of pixels
The histogram equalized image g will be defined by:

fij
91 = floor (@ =D T, .. (18)
Where floor () are the rounds down (Approximate value) to the nearest integer.
Then morphological (dilation and erosion) operations are performed depending on the pixel
values. When dilation is applied, objects in the image are expanded, while when erosion is applied,
objects in the image become smaller. Dilation and erosion are shown in Figure-6.

A. Mixtureg‘ussian 2.

Figure 6- Morphological operations.

Thresholding is the final step within the pre-processing operations, which is implemented to
convert the pixel that has intensity less than the threshold into black, whereas if an intensity of the
pixel is larger than the threshold it is converted into white, as shown in Figure-7.

& | &
- o

A. Before using Threshold.| B. After using threshold

Figure 7-Results of the proposed threshold method.

8. Results and Discussion

In the proposed system, two different classification models were built, which needed two different
datasets. In the weather classification, a random forest classifier model was trained on a dataset
consisting of 2 classes: normal weather condition with 122 images and complex weather condition
with 81 images, as shown in Figure-8.
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Figure 8-Dataset in different conditions of weather.

The training and testing phase in the suggested system for the extraction and classification of
features is illustrated in Figure-9.

Training sets of Training sets of
instanc jpgtances

Feature Extraction by GLCM

|

Decision

Figure 9-The Classification System.

In the training phase for weather classification, the proposed system achieved an accuracy of
around 99%. The system was tested on 42 videos for different weather conditions collected from
different datasets, besides some videos captured in the real world. The proposed system accomplished

an of accuracy about 95.23%, as calculated by the following accuracy equation:
total number of correctly classified videos

total number of videos - (19)
The dataset for training the vehicles classification model consisted of 2 classes ,“Vehicle” with 12111
RGB images and “Not vehicle” with 4111 RGB images, which were collected from Stanford Cars
Dataset and GTI Dataset . Figure-10 demonstrates examples for Vehicles classification dataset. It
should be noted that all the GLCM features are extracted from the weather dataset images after

Accuracy =

(@) Vehicles Images
(b) Not Vehicles Images

Figure 10-Vehicles and not vehicles dataset.
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Samples of videos used to evaluate the proposed system are shown in Figure-11. In the training phase
of vehicles classification, the proposed system achieved an accuracy of about 99%. The system tested
8 different videos of weather conditions collected from different datasets. The proposed system
accomplished a high accuracy in normal and complex weather conditions, as demonstrat in Table 1.

Table 1- Videos Test Descriptions

Total Correct Miss Veﬁioctles Detection
Conditions Vehicles | Detection | Detection Accuracy
No No No Wrong Rate (%)
' ' ) Classified
Cloudy Weather 83 81 2 0 97.59
Normal Weathgr + Heavy 485 480 5 6 98.96
Traffic
Normal Weather in 80 77 3 3 96.25
Sunset.
Foggy Weather + Night 25 25 0 3 100
Low Rain Weather + 237 229 8 25 96.62
Daytime
Snow Weather + Night 57 50 7 4 87.7
Snow Weather + Heavy
Traffic + Night 307 9 298 8 97.06
Heavy Rain Weather + 137 133 4 15 97.08
Daytime
Average Detection Rate (%0) 96.4

9. Comparisons with Other Approaches

To demonstrate the robustness and accuracy of the proposed system, we compared its experimental
results with those of other systems that were previously tested in different lighting and weather
conditions, as given in Table-2:

Table 2- Comparison of the present results with other approaches

eferences Our Proposed
(0] | [ [2] [9] [7] System
Conditions
Normal Weather + | o0/ | 97504 | 9334% | 98.20% | 93.75% | 98.96 %
Heavy Traffic
Snow Weather 83.4 % N/A N/A 98.46 % N/A 97.06
Cloudy Weather N/A 99.17 % N/A N/A N/A 97.59
Low + Heavy rain o o o L:96.62 %
Weather N/A 93 % 81.32 % 92.12 % N/A H-97.08%
Normal Weather + |\, N/A | 96.48 % N/A N/A 96.25 %
Sunset
Foggy + Poor Light o 0 0 0 o
Condition (Night) N/A 93.7 % 77.63 % 96.34% | 94.74% 100 %
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10. Conclusions

This study suggested an adaptive vehicle detection system working in different weather conditions

(rainy, cloudy, foggy, and dusty, at daytime and nighttime). Background subtraction step was applied
based on the MOG 2 for the detection of moving objects in the sequence frames. The proposed system
included the collection of pre-processing operations in order to enhance the accuracy of feature
extraction and classification steps, such as Gaussian blur filter, histogram equalization, dilation,
erosion, and threshold. The proposed system classified the kind of weather as well as vehicles from
not vehicles, where the features should be extracted based on gray level co-occurrences matrix
(GLCM). Two different classification models, namely Support Vector Machine Classifier and
Random Forest Classifier) were utilized for the classification step.
The proposed system used GLCM as one of the important approaches in texture feature extraction.
Due to the strength of the features obtained from this method, it was reliable to achieve the best results
for determining the state of the weather utilizing RFC. It was also reliable to determine the detected
object of a vehicle or not by SVMC.

The proposed system addressed the problem of difficult visibility in complex weather conditions by
adapting the pre-processing operations to these conditions and adding a Histogram Equalization
method to improve the contrast in the video. The proposed system changed adaptively the type and
parameters of preprocessing operations, which depended on the classification results of the weather
classifier model. In this paper, the importance of the proposed system was demonstrated, which was
able to recognize the state of the weather to achieve the best results, when compared with similar
previous systems.

The system was tested on eight manually collected realistic videos of different weather conditions.
The experimental results presented accurate and robust performance in complex conditions, both with
a shaking in the camera and in normal conditions. The strength of the suggested system was confirmed
with a very challenging dataset, where it was appeared to be superior and highly adaptable, as
characterized by the ability to achieve high accuracy with different weather conditions and lighting.
Therefore, in future work, more methods such as vehicle tracking and counting can be implemented to
obtain useful traffic information to make the system more generally applicable.
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