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Abstract  

     Analysis of variance (ANOVA) is one of the most widely used methods in 

statistics to analyze the behavior of one variable compared to another. The data were 

collected from a sample size of 65 adult males who were nonsmokers, light smokers, 

or heavy smokers. The aim of this study is to analyze the effects of cigarette 

smoking on high-density lipoprotein cholesterol (HDL-C) level and determine 

whether smoking causes a reduction  in this level, by using the completely 

randomized design (CRD) and Kruskal- Wallis method. The results showed that the 

assumptions of the one- way ANOVA are not satisfied, while, after transforming 

original data by using log transformation, they are satisfied. From the results, a 

significantly decreased level of HDL-C in smokers as compared to non-smokers is 

indicated. 

 

Keywords: completely randomized design, Kruskal-Wallis method, normality, 

homogeneity of variances, and independent of means and variances. 

 

لدراسة تأثير التدخين على الكولسترول الدهني عالي الكثافة ةمعلمیواللا ةالمعلمیاستخدام الطرائق   
 

 ليلى عزيز احمد
العراق، قدم الرياضيات, كمية التربية, جامعة الكرميان, اقميم الكردستان   

 الخلاصة 
 الإحراءهه واحد من أكثر الأساليب المدتخدمة عمى نظاق واسع في  (ANOVA) تحميل التباينال      

( من الذكهر البالغين من غير 56. تم جمع البيانات من عينة بحجم )ى لتحميل سمهك متغير واحد مقارنة بآخر 
تحميل تأثير تدخين الدجائر عمى المدخنين والمدخنين الخفيفين والمدخنين الثقيمين. تهدف هذه الدراسة إلى 

وتحديد ما إذا كان التدخين يدبب خفض مدتهاه  (HDL- C) مدتهى كهليدترول البروتين الدهني عالي الكثافة
 وقد أعهرت النتائج أن افتراضات .Kruskal- Wallis وطريقة (CRD) الكاملعذهائي الباستخدام ترميم 

ANOVA  بعد تحهيل البيانات  قد تحقق ي حين أن هذه الافتراضات، ف متحققةذات الاتجاه الهاحد غير
في  HDL- C في مدتهى  معنهي  ضاانخف تبين . من النتائجالمهغاريتم الظبيعيالأصمية باستخدام تحهيل 

 غير المدخنين.الالمدخنين من 
 

1. Introduction  

      Smoking can negatively impact health in many different ways, including the possible impacts on 

blood cholesterol. Having high cholesterol levels and smoking can be a dangerous combination for the 

function of the heart [1]. Smoking is now increasing rapidly throughout the developing world [2]. It is 

correlated to increases in the concentrations of serum total cholesterol and high- density lipoprotein 
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cholesterol, which are in turn positively associated with the risk of coronary heart disease [3]. For the 

above reasons, the analysis of high- density lipoprotein cholesterol requires implementing scientific 

methods, both parametric and non-parametric. 

Analysis of variance (ANOVA) is one of the most frequently used statistical methods [4, 5]. It allows 

comparing the mean values of more than two groups in a continuous response variable [6]. It can be 

thought of as an extension of the t-test for two independent samples to more than two groups [7]. The 

development of analysis of variance is due to the work of   Ronald A. Fisher (1925). Much of the early 

work in this area dealt with agricultural experiments [4, 7]. 

      The valid application of ANOVA depends on three preconditions: independence of samples, 

normal distribution of error, and homogeneity of variances. Dependence can be eliminated by an 

appropriate model [5- 9].  

      The appropriate statistical methods for analyzing the data depend on the selected measurement 

scale and experimental design [10]. Analysis of variance is a robust test against the normality 

assumption, but it may be inappropriate when the assumption of homogeneity of variance has been 

violated [6]. 

 The                test is a popular rank- based statistical method of analysis and is the non-

parametric equivalent of the one–way ANOVA [10]. 

     Transformation of data is another technique used to solve the problems of non-normality [11] and 

inhomogeneous variances [6]. Several data transformation techniques are available to normalize data 

from a non-normal form [11]. The most commonly used transformations are square roots, logarithms, 

and arcsine transformations to reduce heterogeneity and normalize distributions [12]. Singh [2] studied 

the effects of cigarette smoking on lipid profile among smokers who had smoked for more than 20 

years. He found that high-density protein was significantly higher in non-smokers compared to 

smokers. 

      The purpose of this study is to analyze the effects of cigarette smoking on high density lipoprotein 

cholesterol and determine whether smoking causes a reduction in its blood level, by using completely 

randomized design and                method.  

2. Completely Randomized Design  

     CRD is a parametric method used to compare more than two groups and its mathematical model is 

[8, 13]  

                                                                                                                                 (1) 

where    is the      observation of the     treatment,   is the population mean,    is the treatment effect 

of the     level,  and       is the random error. The equation (1) can be rewritten as 

       ̅   ( ̅    ̅  )  (     ̅  )                                                                                        (2) 

 Sum of squares for one – way design can be written as 

 ∑ ∑ (     ̅  )
  

   
 
    ∑ ∑  ( ̅    ̅  )  (     ̅  ) 

  
   

 
                                                 (3) 

     In order to analyze the differences among the group means, the total variability of the     

observations (        ) is calculated and partitioned into components: treatment sum of squares 

(       ) and error sum of squares (       ) [14]. 

          ∑ ∑ (     ̅  )
  

   
 
                                                                                              (4)             

         ∑ ∑ ( ̅    ̅  )
  

   
 
                                                                                                (5) 

                                                                                                                         (6) 

The F- test is  

        
       

       
 

    

   
                                                                  

                   
       

       
                                                                                                             (7) 

     where         denotes the mean square for treatment and         denotes the mean square for 

error. The F- test is distributed as F- distribution with          (   ), which is the degree of freedom 

for treatment and          (    ) which is the degree of freedom for error term. 

     The completely randomized design has several assumptions that need to be fulfilled, including the 

normality, homogeneity of variance, and independent of mean and variance. 
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2.1 Assumptions of CRD 

     In this section, some assumptions of the CRD are given. 

2.1.1 Normality  

  Most of the parametric tests require that the assumption of normality be met.  Normality means that 

the distribution of the test is normally distributed and the assumption of normality is derived under the 

hypotheses: 

           (    )       

         (    )        
                                                                                                       (8)  

To test the assumption of normality, the following tests are used: 

1. The              test is a test for normality that was developed by                  (1965) 

[15] and is the most powerful test in most situations [15-17]. 

The statistic for this test is 

    
(∑     

 
   ) 

∑ (    ̅)  
   

                                                                                                               (9)        

     where     is the     largest order statistic,  ̅ is the sample mean, and   is the number of 

observations. 

If the p-value is over 0.05, we fail to reject the null hypothesis that the sample comes from a normal 

distribution. 

2. The Kolmogorov- Smirnov test is another test for normality, which was first proposed by 

Kolmogorov (1933) and then developed by Smirnov (1939) [9]. The statistic for this test is 

   | ( )   ( )|                                                                                                            (10)                       

where   ( ) is the function of the random variable x (expected) and   ( ) is the observed frequency of 

the variable x from the sample. 

If the resulting D statistic is significant, then the hypotheses that the sample comes from a normally 

distributed population is rejected. 

2.1.2 Homogeneity of Variances  

     Levene's test was used as a preliminary check of the equal variance (homogeneity of variances) 

assumption in ANOVA [7, 11].          (1960) [7] original article was motivated by the k-sample 

problem. Before comparing the sample means, one should check that the underlying populations have 

a common variance. The test hypotheses are 
                                            
                                     

                                                                             (11) 

The test statistic is 

  
(   )∑   (    ̅ )  

   

(   )∑ ∑ (      ̅ )
   

   
 
   

                                                                                                 (12)      

where 

     |      ̅|,   ∑   
 
    ,   ̅   

  
∑    

  
    ,  ̅   

 
∑ ∑    

  
   

 
    

2.1.3 Independence of Means and Variances 
     The independence of means and variances is the other assumption in the assumptions of analysis of 

variance, and we use a simple correlation coefficient to determine the relationship between the mean 

and variance. The tested hypotheses are  
            
             

                                                                                                                       (13) 

where    is the correlation coefficient, the significance of which is tested through the t test. The 

statistic for this test is 

   
 ̂ √   

√   ̂ 
                                                                                                                           (14)        

If the p-value is over the level of significance, we fail to reject the null hypothesis that the correlation 

coefficient between the mean and variance is significance.  

1.  Kruskal- Wallis Test 

      The Kruskal-Wallis test is a nonparametric method for testing whether samples originate from the 

same distribution. Since it is a nonparametric test, it does not assume that the response variable is 

normally distributed.  

The hypothesis tests are 
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                                         (15) 

When there are no ties, the test statistic is given by [4, 8] 

      
  

 (   )
∑

  
 

  

 
     (   )                                                                                (16) 

where    is the number of samples,    is the number of observations in the     sample,   is the number 

of observations in all samples combined, and    is the sum of the rank in the     sample. 

If there are ties, the test statistic is given by 

   
  

  
∑ |  

    |
 
   

    

                                                                                                                  (17) 

where g is the number of groups with tied values and    is the number of observations with tie in     

group,            for a level test, reject    if           
  or  (    

  )   .                                          

(18) 

The following statistics are computed from the differences (       ) of the rank averages (   ): 

     
       

√(
 (   )

  
)(

 

  
 

 

  
)

                                                                                                           (19) 

Let       (   ) be the (     (   )) quintile of the  (   ). 

                                                

                                   
}                                                                              (20)            

If |   |        (   )      the    is rejected on the level of significance. 

2. Practical Part 

      In this study, the effect of tobacco smoking on HDL-C level is analyzed. The data were collected 

from a sample of 65 adult males who were nonsmokers, light smokers (one cigarette/day), or heavy 

smokers (more than one cigarette/day), from the chemical analysis laboratory (Aya Lab) in 

Chamchamal city, North Iraq. . The data were analyzed with Minitab software v. 17. 

 

Table 1- Results of HDL-C test 

Smoking Status 

Nonsmokers Light smokers Heavy smokers 

HDL-C 

Level 

(unit) 

52.00 60.00 42.50 58.80 32.50 

49.00 43.00 36.50 55.50 39.60 

60.00 56.00 28.50 33.70 36.20 

58.00 61.00 24.70 30.90 45.31 

66.00 42.00 20.30 37.70 31.70 

58.00 41.56  27.20 25.00 

 74.00 54.65  31.60 29.30 

 62.00 40.75  24.70 29.50 

 68.00 35.20  101.70 50.80 

 66.00 31.78  130.10 37.20 

 45.00 26.01  37.50 22.50 

 41.00 26.70  32.02 30.60 

 46.00 24.30  22.00 35.80 

 51.00 38.90  34.63 23.10 

 53.00 50.40  31.23 19.86 

 Mean=46.679 Mean=45.952 Mean=32.598 

 S. D=14.099 S. D=30.569 S. D=8.551 
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4.1. Parametric ANOVA Results 

     Before carrying out any tests, the data must be tested to determine whether these assumptions are 

satisfied. One of the first steps in using CRD is to test assumptions. To test the assumption of the 

normality, Shapiro-Willk and Kolmogorov-Smirnov tests were used and the calculations were made 

according to the aforementioned equations. The following results were obtained.  

                             , with                  

And  

                       , with                

     Since the p-value of both Kolmogorov-Smirnov (0.019) and Shapiro -Wilk (0.00) tests is less than 

the value of the level of significance (0.05), this implies that the null hypothesis in (8) cannot be 

accepted, and that the data not have normal distribution. 

 Also, to test the assumption of homogeneity of variance,          test is used And the result is as 

follows 

                       , with                

The p- value of          test is less than that of the level of significance (0.05), which implies that the 

null hypothesis in (11) cannot be accepted and there is problem of homogeneity of variances. 

     To test the assumption of independence of means and variances, simple correlation coefficient is 

used. 

     The value resulted from the test is equal to 0.661 with a p-value of 0.54, which is greater than that 

assigned for the level of significance (0.05), which implies that the null hypothesis in (13) cannot be 

rejected and that the means and variances are independent. 

 Hence, the two assumptions were tested and both of them were not met.  

     We transform original data using log transformation to reduce heterogeneity and to normalize 

distributions. After transformation, the values of tests are:  

                             , with                

And  

                        , with                

      After transforming the original data by using log transformation, the p-values of both 

Kolmogorov-Smirnov test (0.2) and               (0.259) are greater than that of the level of 

significance (0.01), which implies that the null hypothesis in (8) cannot be rejected and that the data 

are normally distributed. 

                  , with                

     The value of          test is equal to (2.45) with a p-value of 0.095. The p- value is greater than 

that of the level of significance (0.01), which implies that the null hypothesis in (11) cannot be 

rejected and there is no problem of homogeneity of variances. Hence, the assumptions were tested and 

met. 

The parametric analysis of variance is run on this transformed dataset, as given in Table-2 

 

Table 2- ANOVA Table for Data after Transformation 

S. O. V 
Sum of 

Squares 
d. f. Mean Square F P-Value 

        0.230 2 0.115 
 

4.545* 

 

0.014 
        1.567 62 0.025 

         1.797 64  

* Significant at 0.05 

     From the above Table-2, the p- value is 0.014, from which we conclude that the effect of smoking 

is significant at the level of significance of 0.05. 

 To compare the means of two selected treatments, suppose we want to test the hypotheses: 
         

         
}                                                                                                           (21)          

The appropriate test statistic is the least significant difference (LSD): 

     (  
 

 
      ) √

    

 
                                                                                       (22)       
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Table 3- Multiple Comparison of LSD Test 

 

Comparison 

 

 

Mean 

Difference (I-

J) 

 

 

Std. 

Error 

 

 

p- value 

95% Confidence 

Interval 

Smoking(i) Smoking(j) 
Lower 

Bound 

Upper 

Bound 

1 
2 

 

0.0465 

 

0.049 

 

0.347 

 

-0.052 

 

0.246 

 

1 3 0.1479
*
 0.049 0.004 0.05 0.145 

2 3 0.1015 0.058 0.085 -0.146 0.218 

*. The mean difference is significant at the 0.05 level. 

 

From Table-3, we clearly observe that the mean difference between 1 and 2 is non- significant at 0.05, 

the mean difference between 2 and 3 is non- significant at 0.05, and the mean difference between 1 

and 3 is significant at both 0.01 and 0.05 levels of significance.  

4.2 Non-Parametric Results 

      The value of Kruskal-Wallis test is calculated using Minitab17. The Kruskal–Wallis statistic is: 

       , with               

The p- value is less than the value of the level of significance (0.01), then we conclude that the effect 

of smoking is significant at the level of significance of 0.01. 

We can now conduct the multiple comparisons of the pairwise differences. The test statistic is: 

Table 4- Multiple Comparisons of Non-Parametric Analysis. 

Comparison Median Ave. Rank           (   ) 

1-2 46 39.6 1.651 
 

2.13 
1-3 33.7 29.7 3.01* 

2-3 31.7 20.9 1.15 

 

     From a Table-4, it is observed that the differences between 1 and 2 and between 2 and 3 are non- 

significant at the level of significance of 0.01, while the the difference between 1 and 3 is significant. 

3. Conclusions 

      From the results of the present study, it is concluded that the assumptions of the one–way ANOVA 

are not satisfied, while these assumptions, after transforming original data by using log transformation, 

are satisfied. There was a significant decrease in the level of HDL-C in smokers in comparison to that 

in non-smokers. The mean values of HDL-C level for non- smokers, light smokers, and heavy smokers 

were 46.679, 45.952, and 32.598, respectively. If the assumptions of the one- way ANOVA F-test are 

not met, then we can use ANOVA F-test after the transformation of the data and, hence, we can use 

the non- parametric                rank test for the original data.  

 

References  

1. Andre, D. 2016. Effects of Smoking on Cholesterol level, Bel Marra Health. 

https://www.belmarrahealth.com/effects-smoking-cholesterol-levels/. 

2. Singh, D. 2016. Effect of Cigarette Smoking on Serum Lipid Profile in Male Population of 

Udaipur, Biochemistry and Analytical Biochemistry, 5(3). Doi:10.4172/2161-1009.1000283 

3. Ahmad, W. M., Aleng, N. A. and Abdul Halim, N. 2013. Male and Female Differences in the 

High Density Lipoprotein  and progression of Diabetic Disease in Coronary Heart Disease 

Patients, Applied Mathematical Science, 7(37): 1825-1838. 

4. Daniel, w. w. 1995. Biostatistics a Foundation for Analysis in the Health Sciences, 6
th
 Edition, 

John Wiley and Sons, Inc, New York  

5. Moder, K. 2007. How to Keep the Type I Error Rate in ANOVA if Variances are Heteroscedastic, 

Austrian journal of Statistics, 36(3): 179-188. 

6. Liu, H. 2015. Comparing Welch's ANOVA, a Kruskal- Wallis test and traditional ANOVA in case 

of Heterogeneity of Variance, M.Sc. Thesis, Virginia Common Wealth University.  

https://www.belmarrahealth.com/effects-smoking-cholesterol-levels/


Ahmed                                                      Iraqi Journal of Science, 2021, Vol. 62, No. 4, pp: 1231-1237 

 

1237 

7. Ostertagova, E. and Ostertag, O. 2013. Methodology and Application of one Way ANOVA, 

American Journal of Mathematical Engineering, 1(7): 256-261. 

8. Toutendurg, H. and Shalabh. 2009. Statistical Analysis of Designed Experiments, 3
rd

 edition, 

Springer, New York. 

9. Villanneva, N. D., et al. 2000. Performance of three affective Methods and Diagnosis of the 

ANOVA Model, Food Quality and Preference, 11: 363-370. 

10. Shah, D. A. and Madden, L. V. 2004. Non- parametric Analysis of ordinal data in Designed 

Factorial Experimental, The American Psychopathological Society, 94(1): 33-43. 

11. Saste, Sandhya V., Sananse, SL and Sonar, C. D. 2016. On parametric and non –parametric 

analysis of two factor factorial experiment, International Journal of Applied Research, 2(7): 653-

656. 

12. Moder, k. 2010. Alternatives to  F- Test in One –Way ANOVA in Case of Heterogeneity of 

Variances (a simulation study), Psychological test and Assessment Modeling, 55(4): 343-353. 

13. Montgomery, D. C. and Runger, G. C. 2002. Applied Statistics and Probability for Engineers, 3
rd

 

Edition, John Wiley and Sons, Inc, USA 

14. Thongteeraparp, A. 2018. The comparison of non- parametric statistical test for interaction effects 

in factorial design, Decision Science Letters, 8: 39-316, doi:10.5267/j.dsi.2018.11.003. 

15. Mendes, M. and Pala, A. 2003. Type I Error Rate and Power of Three Normality Tests, Pakistan 

Journal of Information and Technology, 2(2): 135 -139. 

16. Oztuna, D., Elham, A. H, and Tuccar, E. 2006. Investigation of four Different Normality Tests in 

Terms of Type I Error Rate and Power under Different Distributions, Turk J. Me Sci. 36(2): 171-

176. 

17. Clewer, A. G. and Scarisbrick, D. H. 2001. Practical Statistics and Experimental Design for Plant 

and Crop Science, John Wiley and Sons, Ltd, New York.  


