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Abstract 

     In this article, the numerical and approximate solutions for the nonlinear 

differential equation systems, represented by the epidemic SIR model, are 

determined. The effective iterative methods, namely the Daftardar-Jafari method 

(DJM), Temimi-Ansari method (TAM), and the Banach contraction method (BCM), 

are used to obtain the approximate solutions. The results showed many advantages 

over other iterative methods, such as Adomian decomposition method (ADM) and 

the variation iteration method (VIM) which were applied to the non-linear terms of 

the Adomian polynomial and the Lagrange multiplier, respectively. Furthermore, 

numerical solutions were obtained by using the fourth-orde Runge-Kutta (RK4), 

where the maximum remaining errors showed that the methods are reliable. In 

addition, the fixed point theorem was used to show the convergence of the proposed 

methods. Our calculation was carried out with MATHEMATICA®10 to evaluate 

the terms of the approximate solutions. 
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1. Introduction 

     In the SIR epidemic model, individuals are categorized into three groups; S is the fraction of the 

population that is susceptible to disease; I is the fraction of the population that is infectious at any 

given time; and R is the fraction of the population that has recovered (removed) after infection. 
Numerous methods were studied by many researchers to solve the epidemic SIR model, as reviewed 

before [1].  

     The differential equations play a prominent role in the disciplines of engineering, physics, 

economics and biology [2- 6]. The nonlinear problems are difficult to solve analytically and efficient 

methods must be used to obtain either approximate or numerical solutions. Mathematical methods in 

epidemiology were introduced at the beginning of the 20th century by Ronald Ross [7]. However, the 

most influential contribution in this field of research is apparently that made by Anderson Gray 

McKendrick in 1927. It was an ideal model for many infectious diseases. The model includes three 

types of persons: those at risk of infection, infected individuals with an infection, and those recovering 

from the disease [8]. 

    In this paper, three iterative methods will be used to solve the epidemic SIR model and obtain a new 

approximate solution. The first method, namely the DJM, was proposed by Daftardar-Gejji and Jafari 

in 2006[9- 10]. This method has been used to solve various linear and nonlinear differential equations 

[11] and the solution of nonlinear ODEs of second order in physics [12]. The second iterative method, 

namely the TAM, was proposed by Temimi-Ansari in 2011 [13] and used to solve different types of 

nonlinear ODEs [14], PDEs with the KdV equations [15], and differential algebraic equations (DAEs) 
[16- 17]. The third iterative method, namely the BCM, was proposed by Daftardar-Gejji and Bhalekar 

in 2009 [18], which provided the required solution for various types of nonlinear equations. 

     We have organized this paper as follows: The SIR mathematical model for epidemic diseases is 

shown in section 2. In section 3, the basic ideas of the three iterative methods are given. The 

convergence of the proposed methods is presented in section 4. In section 5, the solving model by the 

proposed methods is described. The proof of the convergence analysis for the proposed methods is 

presented in section 6. The numerical simulations and the error analysis of the approximate solutions 

are shown in section 7. Finally, the conclusions are presented in section 8. 

2- SIR mathematical model for epidemic diseases 

     The SIR model contains three categories and cases [19], where   is the independent variable. The 

model can be presented as follows: 
  

  
               

  

  
            

  

  
                                                       (1) 

with the initial conditions  

 ( )         ( )          ( )                                                                                               (2) 

     where   is vulnerable to growth  ,   is the infection rate,   is the death rate,    is the recovery rate, 

and   is the rate of individuals who lost their immunity and became susceptible to infection after 

recovery. In this study, consider the following values, based on [19], that guarantee the convergence of 

the proposed methods: 

                   ,                                    (3)                                                                     

                                                                                                                                         
Consequently, the following diagram shows the SIR model [20]: 

 
                                                         Figure 1-The diagram of SIR model. 
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3. The basics of the three iterative methods 

3.1. The basic concept of the DJM 

Consider the following general functional equation, [9, 10]: 

     ( )                                                                                                                                  (4) 

where    is a known function and   is the nonlinear term The above equation is solved by the 

following series form 

  ∑  

 

   

                                                                                                                                                       ( ) 

All terms of this series are calculated as: 

Step 1:        
Step 2:      (  )                                                                                                                            
     (     )   (  )  

     (        )   (     )                                                                                                      ( ) 
⁞ 

    (            )   (            )                                                                  ( ) 
        

Step 3: By putting it back (7) in (4), we shall obtain                 (        
    )                                                                                                                                      (8)                                             

∑  

 

   

     (∑  

 

   

)                                                                                                                          ( )  

We put Eqs. (9) and (10) next to each other and call them (9). Then we have 

   ∑    

   

   

                                                                                                                                                 (  ) 

3.2. The basic concept of TAM 
The general differential equation is expressed as follows [21]: 

 ( ( ))   ( ( ))   ( )                                                                                                      (11) 

 (  
  

  
)                                                                                                                                  (12) 

     where   is the independent variable,  ( )     unknown function,  ( ) is known function,   and   are 

linear and nonlinear  terms, respectively. 

 In the first step, we assuming that    ( ) is a first evaluation for (11) and (12), 

 (  ( ))   ( )        (   
   

  
)                                                                                         (13) 

and the next approximate   ( )   

 (  ( ))   (  ( ))   ( )       (   
   

  
)                                                                      (14) 

We continue to the     iteration approximation             

 (    ( ))   (  ( ))   ( )       (     
     

  
)                                                (15) 

Each term represents a solution to Eq. (11).  

Finally,  ( )            ( )  
3.3. The basic concept of the BCM [18] 

The following successive approximations were considered to solve Eq. (4):   

  ( )   ( )   
  ( )    ( )   (  ( ))   

  ( )    ( )   (  ( ))   
⁞ 

  ( )    ( )   (    ( ))                                                                                          (16) 

In the final step, the  solution is  ( )          ( )   
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4. Convergence of the proposed methods 

     In this section, the convergence for the proposed techniques will be discussed. The convergence for 

the DJM can be applied directly by selecting the obtained component terms, but the convergence 

between TAM and BCM is shown below.  

First, for the TAM: 

 (  ( ))   ( )   (∑  

   

   

( ))                                                                            (  ) 

Second, for the BCM: 

  ( )    ( )   (∑  

   

   

( ))                                                                                    (  ) 

where,  

     ( )   
    (  )   
    (     ), 

: 

      (          )                                                                                                        (19) 

where   represents the following operator. In general, the term    is the solution for the problem in 

the form 

where  (  )    ( )  ∑   
   
   ( )                                                                        (20) 

By using (19) and (20), one can obtain the solution by 

  ( )  ( )  ( )                  ∑    
 
                                                                            (21) 

The following theorems [22] are carried out for the convergences of DJM, TAM, and BCM methods: 

Theorem 1 [22].  ''Let  , which is introduced in Eq. (20), be an operator from Hilbert space 

   to   .    ( )    ( )   ( )  ∑   
 
    converges; and ∃ 0      if ‖              ‖  

  ‖            ‖ (so that ‖    ‖   ‖  ‖) ∀𝑖 = 0, 1, 2,…..'' 

The condition for studying the convergence of our proposed iterative techniques is based on the 

Banach fixed-point theorem. 

Theorem 2 [22].  ''If the series  ( )  ( )  ( )  ∑   
 
    converges, then this series represents the 

exact solution           
Remark 

     For Eq. (4), theorems 1 and 2 state that the solution obtained by the DJM given in (9), by the TAM 

given in (15), by the BCM given in (16), or obtained by (19), is a convergent solution to the exact 

solution under the given condition  ∃      such that ‖               ‖   ‖     
        ‖ (that is ‖    ‖   ‖  ‖ ) ∀𝑖 = 0, 1, 2,….. . In a different way, if the parameters for 

each iteration 𝑖 takes the form: 

  
  {

‖    ‖

  
 ‖  ‖   

                 ‖  ‖   
}  for  ( )                

  {

‖    ‖

  
 ‖  ‖   

                 ‖  ‖   
}  for  ( )        

                                                                                                                                                                                                         

  
  {

‖    ‖

  
 ‖  ‖   

                 ‖  ‖   
}  for  ( )                                                                                                 (22) 

 

then ∑   
 
    of Eqs. (1) and (2) converges to the exact solution  ( )  ( )  ( ) when 0     

 
    ∀𝑖 

= 0, 1, 2,….,          
5- Solving the SIR model by the proposed methods  

     In this section, the three iterative methods are used to solve the nonlinear differential systems  ( ) 
with the initial condition in  (2). 

5.1. Solving SIR model by the DJM 

To solve the SIR model (1) and (2) by the DJM:  

 First, rewrite Eq. (1) as: 
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  ( )    ( ( ))   
 ( )    ( ( ))   

 ( )    ( ( ))                                                          (23) 

where, 

    ( ( ))      ( ) ( )    ( )     ( )     ( ( ))    ( ) ( )    ( )     ( )    

              ( ( ))    ( )    ( )     ( )                                                                               (24) 

By integrating Eq. (23) from 0 to  , and using Eq. (3), we have 

 ( )         ∫ ((   ( ) ( )    ( )     ( ))   
 

 
  

 ( )      ∫ ((  ( ) ( )    ( )   
 

 
 ( ))     

 ( )    ∫ ((  ( )    ( )     ( ))         
 

 
                                                                   (25) 

Then, as in the first step in section 3.1 (i.e     )  

  ̂( )            ̂( )        ̂( )        
Sequentially, we applied step 2 in section 3.1 

    ̂( )    (  ̂( )    ̂( )      ̂( ))    (  ̂( )    ̂( )        ̂( ))   

    ̂ ( )    (  ̂( )    ̂( )      ̂( ))    (  ̂( )    ̂( )        ̂ ( ))   

    ̂( )    (  ̂( )    ̂( )      ̂( ))    (  ̂( )    ̂( )        ̂( ))            (26) 

such that the first approximation is 

   ̂( )                     ̂( )                    ̂( )      . 
and the second approximation 

  ̂( )                                                                     
  ̂( )                                                                  
   ̂( )                  
In the following steps we apply step 3 in section 3.1 

  ( )    ̂( )             ( )    ̂( )         ( )    ̂( )                                              (  )  
and, 

   ( )    ̂( )    ̂( )                           ( )    ̂( )    ̂( )                 

           ( )    ̂( )    ̂( )                                                                                                   (28) 

  ( )    ̂( )    ̂( )    ̂( )                                               
          ; 

  ( )    ̂( )    ̂( )    ̂( )                                               
             

  ( )    ̂( )    ̂( )    ̂( )                                                                     (29)      

 We continue with the iterations to       for   ( )   ( ) and   ( )  where these terms are not listed 

to ensure brevity. 

5.2. Solving SIR model by the TAM 

By applying TAM to the equations (1) and (2), we have  

  ( ( ))     ( )   ( ( ))     ( )    ( ( ))     ( )    

and   ( ( ))   (   ( ) ( )    ( )     ( ))   ( ( ))   (  ( ) ( )    ( )  

   ( ))    ( ( ))   (  ( )    ( )     ( ))    
such that, 

  ( )         ( )       ( )                                                                                                     (  ) 
Then, Eq. (1) has changed to the following, after using Eq. (15), 

  (    ( ))    (  ( ))    ( )           ( )        

  (    ( ))    (  ( ))    ( )           ( )        

  (    ( ))    (  ( ))    ( )           ( )                                                              (31) 

and Eq.  (3) was used for Eq. (2). 

   ( )        ( )         ( )                                                                                                     (  ) 
In addition, from (13) the initial approximation is 

   ( )             ( )         ( )                      
In the second step for the first approximation, we have 

  
 ( )    (  )   ( )         

 ( )    (  )    ( )         
 ( )    (  )   ( )           (  )  
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 Meanwhile, the same result (28) was obtained when going through the same processes (25) to solve 

(33). 

The same step for finding   ( )    ( )    and   ( ) are use, which means solving the following 

problem 

   
 ( )    (  )    ( )        

 ( )    (  )    ( )        
 ( )    (  )   ( )              (  )   

The steps in section 5.1 were used to get   ( )   ( )       ( )  where the result is quite similar to 

(29). 

Furthermore, we continue to achieve the approximations to     for   ( )    ( ) and   ( )  
5.3. Solving SIR model by the BCM 

Let us start with the same steps of integration processes given in section (5.1), which implies that we 

obtain an integral (25). After following the BCM steps, we re-rewrite (1) as (23), (24) and (25) with 

(27) 

   ( )    ( ( ))    
 ( )    ( ( ))    

 ( )    ( ( ))                                                                (35) 

where,  

  ( ( ))      ( ) ( )    ( )     ( )   ( ( ))    ( ) ( )    ( )     ( )    ( ( ))  

  ( )    ( )     ( )                                                                                      (  )   
In general, we have 

    ( )    ( )  ∫   (  ( ))    
 

 
     ( )    ( )  ∫   (  ( ))   

 

 
  

     ( )    ( )  ∫   (  ( ))   
 

 
                                                                                     (37)   

where,   ( )             ( )         ( )      
Therefore, 

  ( )   ( )       ( )     similar to Eq. (28), 

and 

  ( )   ( )       ( )     similar to Eq. (29) 

6. Proof of the convergence analysis for the proposed methods 

In this section, we prove the convergence analysis for the DJM, TAM and BCM and calculate the 

values of   
 
. 

First, for  ( ) 

  
  

‖  ‖

‖  ‖
              

  
‖  ‖

‖  ‖
                

  
‖  ‖

‖  ‖
             

  
  

‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
              

Second, for  ( ) 

  
  

‖  ‖

‖  ‖
            

  
‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
               

  
  

‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
                            

Finally, for  ( ) 

  
  

‖  ‖

‖  ‖
         

  
‖  ‖

‖  ‖
           

  
‖  ‖

‖  ‖
             

  
  

‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
               

  
‖  ‖

‖  ‖
              

All values of   
 
  are less than one, for 𝑖=1, 2 …6, 0 < < 1. From theorems (1) and (2), the DJM, TAM 

and BCM methods provided convergence. 

7. The numerical results 

In this section, we carry out more numerical calculations and test some of the error indicators to verify 

the accuracy of the proposed methods. The residual error function is calculated by [23]  

     ( )     
  (                )   

     ( )    
  (              )    

     ( )    
  (            )                                                                                        (38) 

and the maximal error remainders are 
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                |     ( )|                

Tables-1-3 show the maximal error remainder         values at 0 ≤ t ≤ 1 for the numerical solutions 

with the comparison with other iterative methods, such as the ADM [24- 25] and the VIM [26, 27, 28]. 

It can be seen that the error decreases with increasing the iterations. 

 

Table 1-         comparison of the proposed methods solution with those of ADM and VIM methods 

for  ( )  

                                                        

1                            

2                             

3                                

4                                   

5                                       

6                                      

 

Table 2-         comparison of the proposed methods solution with those of ADM and VIM methods 

for  ( )  

                                                    

1                              

2                                    

3                                     

4                                        

5                                     

6                                     

 

Table 3-          comparison of the proposed methods solution with those of ADM and VIM 

methods for  ( )  

                                                    

1                   

2                             

3                                  

4                                   

5                                      

6                                      

      

     We note that the error value of the proposed methods is lower than those of the ADM and the VIM, 

which indicates that the proposed methods converged faster. Further investigations were carried out by 

comparing the numerical results with the classical Runge-Kutta 4 (RK4) method. In Figures- 2-4, a 

good agreement between the proposed methods and RK4 can be observed for S (t), I (t) and R (t). 
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Figure 2- Comparison of the RK4 method with the proposed methods solution for ( ). 

 

 
Figure 3-Comparison of the RK4 method with the proposed methods solution for ( ). 

 
Figure 4-Comparison of the RK4 method with the proposed methods solution for  ( ). 
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    Table-4 shows the maximum errors remainder         values at 0 ≤ t ≤ 3.5. The accuracy 

deteriorates and          increases if the interval of   is extended. If the interval of t is extended, we 

actually move away from the starting point. As a result, the accuracy of the new methods is less 

reliable than the original value. 

 

Table 4-The maximal error remainder        of SIR by the proposed methods where 0 ≤ t ≤ 

3.5                

                       

                        

                            

                             

                               

                                 

                                 

 

8-Conclusions 

     In this paper, three iterative methods, namely DJM TAM and BCM, were used to solve the 

epidemic model SIR. All the proposed methods provided an approximate solution in a number of 

terms. The convergence of the proposed methods is proved on the basis of the Banach theorem. In 

addition, the obtained numerical results were compared with the numerical results of the Runge-Kutta 

4 (RK4). It is worth to mention that we modified the work previously achieved [27- 28] to solve the 

model given in Eq. (1), where good matches were achieved. The proposed methods were used to solve 

the nonlinear problem without additional assumptions, in order to work with the nonlinear term which 

is used in other methods, such as ADM and VIM. 
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