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Abstract  

      In this article, we define and study a family of modified Baskakov type operators 

based on a parameter    
 

 
. This family is a generalization of the classical 

Baskakov sequence. First, we prove that it converges to the function being 

approximated. Then, we find a Voronovsky-type formula and obtain that the order 

of approximation of this family is  (  (    )). This order is better than the order of 

the classical Baskakov sequence  (   ) whenever    . Finally, we apply our 

sequence to approximate two test functions and analyze the numerical results 

obtained.  

 

Keywords: Baskakov operators, Voronovsky-type asymptotic formula, Order of 

approximation 

 

  المعتمدة على معامل المحدثة  Baskakovتقريب بمؤثرات 
 

تهاني عبد المجيد عبد القادر، ، ، صفاء عبد الشهيد عبد الحميد*علي جاسم محمد  
 قسم الرياضيات، كلية التربية للعلهم الصرفة، بصرة، العراق

 
 الخلاصه

الطعتطدة على الطعامل  الطحدثة Baskakovفي هذا البحث، نقدم وندرس عائلة مؤثرات من الظطط   
. الطقربةالاعتيادية. أولا، نبرهن تقاربها للدالة  Baskakov. هذه العائلة تعطيم لطتتابعة مؤثرات       

من  أفضل. هذه الرتبة ((    )  ) هه ونجد رتبة تقريب هذه العائلة  Voronovsky صيغةنطط  نجدثم، 
لتقريب دالتين  تظانطبق متتابع. أخيرا،    عظدما  (   ) الاعتيادية  Baskakovمتتابعة رتبة تقريب 

 ختباريتين ونحلل الظتائج الحاصلةا
 

1. Introduction 

     The well-known classical Baskakov sequence is defined as [1] 

  (   )  ∑     ( ) .
 

 
/

 

   

                                                    (   ) 

where     ( )  
(     ) 

  (   ) 
  (   )       ,   )  

     Many modifications to the above sequence were applied by several researchers, all reaching the 

same order of approximation  (   ) [2, 3, 4]. Indeed, there are some techniques, such as the linear 

combination and Micchelli combination, that were defined and studied for many sequences of positive 

and linear operators to modify the approximation order by these sequences. But these techniques 
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increase the arithmetic operations in the computer programs, which decreases the advantage of these 

techniques [5- 8].    

     Pallini [9] presented a modification of the sequence of classical Bernstein polynomials with a 

different order of approximation. His sequence depends on a parameter        and is defined as 

follows 

    (   )  ∑
  

  (   ) 
  (   )     4  

 

  
.
 

 
  /5

 

   

                                 (   ) 

     where   ,   - and    ,   -. The parameter   is called the convenient approximation 

coefficient.  

The sequence (1.2) has a better approximation order of  (  (    )) when    . [9] 

 In this study, we define a family of modified Baskakov type operators, such as the family (1.2), 

as follows   

    (   )  ∑     ( ) 4  
 

  
.
 

 
  /5

 

   

                                      (   ) 

     where     ,   )  *   ,   )  ( )   ((   ) )             + and   ,   ). 

     The space   ,   ) is normed by the norm ‖ ‖  
      ,   )| ( )|(   )    

Note that     (   )    (   ). 

     Here, we prove some theorems for the family     (   ) in simultaneous approximation, i.e. the 

convergence theorem and Voronovsky-type asymptotic formula. It turns out that the order of 

approximation by this family is modified to the order  (  (    )) when    . Also, we support this 

study by applying the sequence     (   ) on two test functions to approximate them. The numerical 

results show that the sequence     (   )     is more accurate and faster than the classical 

Baskakov sequence.  

2. Auxiliary Results 

     This section gives some Lemmas that are needed in the proof of the main theorems in this study. 

Lemma 2.1 [2] For   ,   ),      *     + and      ,         * +, we have  

(i)   (    )   ,   (    )    and   (    )  .  
 

 
/   

 

 
.  

(ii)   (    )  
(     ) 

(   )       
 (   )

 

(     ) 

(   )           (   ). 

Lemma 2.2 [2] For     , the definition of the moment of order   for the sequence   (   ) is 

given as 

    ( )  ∑     ( ) .
 

 
  /

 
 

   

  

Then     ( )   ,     ( )   ,     ( )  
(   ) 

 
,        ( )   (   ) 2       ( )  

  
   ( )3 holds for    . 

Consequently 

(i)     ( ) are polynomials and degree     ( )     

(ii)     ( )   .
 

 ,(   )  ⁄ -/  where ,(   )  ⁄ - means the integer part of (   )  ⁄   

Lemma 2.3 For   ,   ),       and     , we get 

(i)     (    )   ,     (    )   ,     (    )     
 (   )

        

(ii)     (    )  
 

   
∑ .

 
 / 

   
(    )   

  2( )  
  

(   ) 

 
( )    

     (   )3,  

where ( )  
(     ) 

(   ) 
. 

Proof:   The property (i) follows immediately by the direct evaluation and Lemma 2.1, 

hence, the steps are omitted. 

To prove (2), using Lemma 2.1 
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    (    )  
 

   
∑     ( )4

 

 
  (    )5

  

   

 

 
 

   
∑.

 
 /

 

   

( (    ))
   

  (    ) 

 
 

   
∑.

 
 /

 

   

    (    )   (
(     ) 

  (   ) 
   

(     ) 

    (   ) 

 (   )

 
      (   ))  

Hence, the consequence (ii) is held.  

     Note that, from Korovkin’s theorem [3] and the value of     (    ) in Lemma 2.3 (i), we have that 

the sequence     (   )   ( ) as     whenever       . 

    For     , the moment of order   for the sequence (1.3) is denoted and defined as: 

    ( )      ((   )   )  
 

   
    ( )   

Lemma 2.4  For the function     ( ), we have 

(i)     ( )   ,     ( )    and     ( )  
 (   )

     . 

(ii) We have           ( )  (   ) 2
 

        ( )       ( )3     . 

(iii) The function     ( ) is a polynomial of degree   . 

(iv)     ( )   ( 
 0

(    )   

 
1
)     ,   ). 

Proof  Using Lemma 2.2 and the direct computation, the consequences (i), (ii) and (iii) can hold 

immediately.  

For   ,   ) and applying Lemma 2.2, we get 

    ( )  
 

   
    ( )  

 

   
 ( 

 0
   

 
1
)  

 {

 

   
   

 .
   

 
/
      

 

   
   

 .
 
 

/
       

  

where    and    are positive constants. 

Hence,     ( )   ( 
 0

(    )   

 
1
).  

3. Theoretical Results 

     Here, we give some theorems in simultaneous approximation for the sequence     (   ). First, one 

shows that the  -th derivative of     (   ) is an approximate process of the  ( ),    . 

Theorem 3.1 Suppose that     ,   ) and  ( ) exists at   (   )  the following limit holds 

         
   

     
( )(   )   ( )( )                                                  (   ) 

Also, the limit (3.1) holds uniformly on ,   - if  ( ) is continuous on the interval (       )  
(   )      
Proof  We can expand the function  ( ) by Taylor series, as follows 

 ( )  ∑  ( )( )
(   ) 

  

 

   

 (   )  (   )  

where  (   )    as    . Then, 

     
( )(   )  ∑

 ( )( )

  

 

   

     
( )

((   )   )       
( )((   )  (   )  )         

Then, 

   ∑
 ( )( )

  

 

   

     
( )

((   )   )  ∑
 ( )( )

  

 

   

 ∑(
 
 
) (  )   

 

   

    
( )

(    ) 
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From Lemma 2.3, when    , we get      
( )

(    )     
Hence, 

    
 ( )( )

  
    
( )

(    ) 

       <
 

   
∑

 

  
.
 
 /

 

   

(    )   8
(     ) 

(   ) 
   

 (   )

 

(     ) 

(   ) 
      (   )9=  

we get     ( )     and, when    , we have 

   
 ( )( )

  
6
(    ) 

   {    (
 

  
)}7   ( )( )         

        
( )

( (   )(   )   )  
 

   
∑     

( )
( ) 4  

(   )

  
  5 (   ) 

 

   

   

Since  .  
   

    /   (   )    as    . Hence, (3.1) is held.  

     The uniformity property of the limit (3.1) can be followed because   in the proof above is 

depending only on  , i.e.   is independent of  .  

     The next theorem is a Voronovsky-type asymptotic formula for     
( )

(   ). 

Theorem 3.2  Let     ,   ) for some     and   (   ). If  (   )( ) exists  then 

   
   

     (     
( )

(   )   ( )( ))

 
 

 
(   )  ( )( )  

 

 
 (    )  (   )( )  

 

 
 (   ) (   )( )   (   ) 

Also, the limit (3.2) holds uniformly on ,   - if  ( ) is continuous on the interval (       )  
(   )      
Proof:  By Taylor's expansion of  ( )  we get 

     
( )(   )  ∑      

( )
((   )   )  

   

   

     
( )((   )    (   )  )          

where  (   )            
By Lemma 2.3, we get 

   ∑
 ( )( )

  
∑(

 
 
) (  )        

( )
(    ) 

 

   

   

   

 

   
 ( )( )

  
     

( )(    )  
 (   )( )

(   ) 
((   )(  )     

( )(    )       
( )(      ))  

    
 (   )( )

(   ) 
(
(   )(   )

 
       

( )(    )  (   )(  )     
( )(      )       

( )(      )) 

 
 ( )( )

     
:∑.

 
 /

 

   

(    )   

  

(     ) 

(   ) 
;   

 
 (   )( )

(   ) 
:
(   )(  )

   
∑.

 
 /

 

   

(    )   

  

(    (   )) 

(   ) 
  

 
 

  (   )
∑ (

   
 

)

   

   

(    )     

  

(     ) 

(   ) 
(   ) 

 
 

  (   )
∑ (

   
 

)

   

   

(    )     

  

(     ) 

(   ) 

 (   )

 
  ; 
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 (   )( )

(   ) 
:
(   )(   )  

    
∑.

 
 /

 

   

(    )   

  

(     ) 

(   ) 
  

 
(   )  

 (   )(   )
∑ (

   
 

)

   

   

(    )     

  

(     ) 

(   ) 
(   ) 

 
 

  (   )
∑ (

   
 

)

   

   

(    )     

  

(     ) 

(   ) 

(     ) (   )

(   )  
  

 
  

   (   )
∑(

   
 

)

   

   

(    )     

  

(     ) 

(   ) 

 (   ) 
(   ) 

  (   )
∑ (

   
 

)

   

   

(    )     

  

(     ) 

(   ) 

 (   

 
;  

Using the same technique of Theorem 3.1, we get     
( )((   )    (   )  )            Then, 

(3.2) holds.  

     The uniformity property of the limit (3.2) can be followed from the fact that   in all steps in the 

proof above is depending only on  , i.e.   is independent of  .   

4. Numerical Results 

      In this part, we give numerical applications of the three sequences     (   ),             to 

approximate the two test functions of   ( )      (  ) and   ( )  |(   )   |  for three values 

of          . We describe the results by the graphics of each test function and its three 

approximations for each value of  . 

Example 4.1 

The test function   ( )      (  ) and   
,    -. 

Example 4.2 

The test function   ( )  |(   )   | and 

  ,   - 

 
 

Figure 4.1- )   ) 

 

Figure 4.4- (   ) 
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Figure 4.2- (    ) 
 

Figure 4.5  (    ) 
 

  

Figure 4.3- (    ) 
Figure 4.6- (    ) 

 

5. Conclusions 

     The numerical results showed that the sequence     (   ) becomes faster and more accurate when 

  increases. Hence, this sequence is more efficient than the classical Baskakov sequence   (   ) 

because it has  (  (    )) when    . We recommend using this sequence in the related 

applications instead of the classical one. 
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