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Abstract 

     In this research, an unknown space-dependent force function in the wave 

equation is studied. This  is a natural continuation of [1] and chapter 2 of [2] and [3], 

where the finite d ifference method (FDM)/boundary element method (BEM) , with 

the separation of variables method, were considered. Additional data are given by 

the one end displacement measurement               . Moreover, it is a 

continuation of [3], with exchanging the boundary condition              , where 

        are extra data, by the initial condition              . This is an ill-posed 

inverse force p roblem for linear hyperbolic equation. Therefore, in  order to stabilize 

the solution, a zeroth-order Tikhonov regularization method is provided. To  assess 

the accuracy, the minimum error between exact and numerical solutions for the 

force is computed for various regularization parameters. Numerical results are 

presented and a good agreement was obtained for the exact and noisy data. 
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 الخلاصة 
البحث  يعتبخ ىحا. .في ىحا البحث، تست دراسة دالة قهة مجيهلة تعتسج على الفزاء في معادلة السهجة     

ة للبحث  او (FDM) السشتيية اتحيث تم اعتبار طخيقة الفخوق[ ، 3و ][ 2من ] 2الفرل  و[ 1] استسخاري
ضافية يتم تقجيسيا بهاسطة طخف واحج الاالسعلهمات   مع فرل الستغيخات. (BEM) طخيقة العشاصخ الحجودية

                 لقياس الإزاحة 
، تم استخجام الحجود حيث[ 3لـ ] يذخط الحجودالتغيخ مع علاوة على ذلك، إنو استسخارية      
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سدألة قهة عكدية خطية عليلة الهضع.  لحلك، من أجل تحقيق استقخاريو في الحل، فإن الىحه تعتبخ      
ذات الختبة الرفخية فقج استخجمت. لتقييم دقة الحلهل العجدية تم استخجام قيسة الحج الأدنى  Tikhonovطخيقة

 .لسعلسات تشظيم مختليفةتم حدابيا لسختلف السعلسات  العجدي للقهةالحل و السزبهط للخطأ بين الحل 
انات دقيقة او محسلة        ام بي يتم عخض الشتائج العجدية وتم الحرهل على تطابق جيج في الشتائج عشج استخج

 .ةبالأخطاء العذهائي
1 Introduction 
     An unknown force function in the wave equation can be experienced in many engineering 
applications dealing with wave, wind, seismic, explosion, or noise excitations [2, 4]. It can be found in 
physical problems as well; for instance, the vibrations of a spring or membrane, acoustic scattering, 
etc. The objective of this research is to provide the numerical solution for an inverse force problem for 
the nonhomogeneous hyperbolic equation, by considering the initial condition with boundary 
condition. Furthermore, in case of using Dirichlet boundary condition, the Neumann boundary 
conditions were taken as extra data. It is observed that we could also control the mixed data instead of 
the Dirichlet data. In a previous study [3], we used the finite difference method (FDM) to numerically 
discretize the wave equation with the method of separating the variables. Therefore, in order to extend 
the range of applicability, a different boundary condition has been applied in this study. 
     Similarly, as in [1-3], the resulting system of linear equations is ill-conditioned. Nearly, we 
obtained the same results (see Table 1, Table 2 and Figure 3 in [1]) and, for that reason, these tables 
and figures are omitted here. Consequently, we seek the Tikhonov regularization to regularize the 
solution.  
     This paper is organized as follows; Section 2 presents the mathematical formulation. Section 3 
describes the numerical results and discussion. Section 4 includes the conclusions reached by this 
work. 

2 Mathematical Formulations 

The required equation for a vibrating bounded structure     , acted upon by a force       is given by 
the wave equation [1-3, 5], as follows: 

          
2
                                                                                             

                                                                                                              
                                                                                                                   

     where       ,    and    represent the displacement, the initial displacement and velocity, 
respectively. The above equation is a direct well-posed problem if      has been given, otherwise the 
problem becomes an inverse linear problem. Furthermore, in order to determine the pair solution 

(           )  we need to have extra conditions. For instance, (3) is a  Dirichlet boundary condition, 

then an additional condition can be        , namely: 
                                                                                                                            

     Also, we tried different conditions instead of the Dirichlet boundary condition (3) by using mixed 
boundary conditions. 

                                                                                                                          
and in this case the additional condition has also changed to  

                                                                                                                                               
     By splitting equation (1) into       [1-3,6], where   satisfies the well-posed direct problem, 
we obtain 

                                                                                                                      
                                                                                                          
                                                                                                                      

Numerically, FDM has been used for solving (7)-(9) and to get         [2,3,5]. In order to get         
we will consider a different condition, i.e. using (5), namely the boundary condition (9) is changed to  

                                                                                                                    
The formula for the solution   using FDM [2,7,5-8] is as follows: 

       
                                                         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅          ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅         

                      ̅̅ ̅̅ ̅̅       
          

   
                      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅                                                 
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       (  )             (  )           ̅̅ ̅̅ ̅                                                                                                 

By putting       in equation (11) and using (12), we obtain [2, 3, 5-7]: 

      
 

 

 
                          

 

 
                                     ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅           

 
  

  
(    )   

                

   
 
  

  
(    )  

                    

   
           ̅̅ ̅̅ ̅        

where         (     ),    
     , and    

     , for       ̅̅ ̅̅ ̅̅ ,       ̅̅ ̅̅ ̅ , (     )            , 

   
 

 
     

 

 
  and            [2,3,5-7]. 

     Also, let       are the new variables satisfying the inverse problem [1-7], as follows:  
                                                                                                          
                                                                                                                            
                                                                                                                            
                                                                                                                                

But, for solving (16)-(19) numerically, we used the separation of variables in order to get       [1-7]. 
In the case of changing the boundary condition (3) to condition (5), equations (18) and (19) are 
converted  to 

                                                                                                             
                                                                                                                               

Based on the separation of variables [1-7] and by solving equations (16)-(19),  we obtain 

  (     )  
√ 

  ∑
  

  
 

 

   

                                                                       

      √ ∑   

 

   

                                                                                                            

     where   is a truncation number and   
  

 
 for      ̅̅ ̅̅̅ . The coefficient            ̅̅ ̅̅̅  is to be 

calculated by imposing the additional boundary condition (19). These results in 

                    
   

  
(     )  

√ 

  ∑
  

  

 

   

                                         

such that                 where     
√                       

    
  

     For (16) and (17) with (20) and (21), we obtained the same           in (22) and       in (23), 

but with different   , where    (  
 

 
)    for      ̅̅ ̅̅̅. Also,   was determined by setting the 

additional condition (21), as follows 

                   
√ 

  ∑
  

  
 

 

   

                                                                 

     In the same way,                  where     
√                      

    
   

     For testing the stability, we add noisy data to       and        respectively, as follows 
  

        
                            ̅̅ ̅̅ ̅                                                                 

     From a Gaussian normal distribution,   can be determined where the mean zero and standard 

deviation   are given by [1-7] 
                          o                                                                                              

     where    represents the percentage of noise. The noisy data (26) also cause noise in   o   [1-3], 
as follows 

                
        

                                          ̅̅ ̅̅ ̅                      
Finally, we apply the condition (24)|(25) with   o   replaced by    o  

  in a least-squares penalised 
sense by minimizing the Tikhonov functional, which is in general a zeroth-order Tikhonov 
regularization solution (for more details, see [1-3]) to deal with stability,  

                                                                                                                                 

Note that, from equations (26)-(29), "|" means "or". 
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3 Numerical Results and Discussion 
     In order to see how far the changing of boundary condition affects the accuracy of solution and to 
see the difference between boundary element method (BEM) and finite difference method (FDM), 
using the same example in [1-3], we have  

                 
  

 
                                                                    

                                                                                        

               
  

 
                

  

 
                                                                

with the additional condition 

                                                                                                                                   
If the boundary condition is changed to  

               
  

 
                                                                

Then, in this case, the over-determination can be as follows: 

                      
  

 
                                                                                           

     Figure 1 shows the numerical results for         obtained from (7)-(9) and        from (7), (8) 
and (10), both of which are obtained using the FDM (11)-(15) with         {        } . 

However, the exact solution for                   does not exist, but from Figure 1, it can be seen 
that a convergent numerical solution is rapidly achieved. The value of          and         are then 
plugged into equations (24) and (25) to determine the values for     )  and     ), respectively. Also 
its noisy counterpart               is given by (28) for        ̅̅ ̅̅ ̅, [1-3]. 
(a) 

 

(b) 

 

Figure 1-The numerical result for (a)         (using Dirichlet boundary condition (9)) and (b)        
(using mixed boundary condition (10)) are obtained using the FDM (11)-(15), with       
 {        }. 
 
     In Figure-2(a), we note that the numerical solution of   from (24) was received for fixed   
           when considering the exact data without noise (i.e.    ) and then comparing with 

analytical values for the sine Fourier series coefficients    √ ∫               
 

  (see [1-3]). Also, 

when      is given by equation (30), one can see that a good approach was obtained between the 
numerical and exact values for  . However, the method in [1] was changed to FDM and an additional 

condition         to condition          Still, no different shape of the obtained figure can be seen; the 
reason is that the same exact values of    and the same boundary conditions        and        were 
used.  
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     Furthermore, Figure 2(b) shows the            ̅̅ ̅̅̅  obtained from (25), in comparison with the 

exact sine Fourier series coefficients   √ ∫        (   
 

 
   )   

 

 , when for      given by 

(30), there is a good agreement between the exact and numerical one, see Figure 3. Therefore, the 
method was changed to FDM instead of BEM, and there were different shapes of the plots obtained. 
We can still compare Figure-2 with Figures-(4 and 13) in [1]. In Figure-4,         but in here 

      
 

 
   . Also, in Figure-13, cosine Fourier series is used instead of sine Fourier. 

(a) 

 

(b) 

 
Figure 2-The nume ical solution (…) fo           ̅̅ ̅̅̅ for      ,        obtained (a) from equation 

(24) in comparison with the exact solution    √ ∫               
 

  (—)  (b) from equation (25) 

in comparison with the exact solution    √ ∫        (   
 

 
   )   

 

  (—). 

 

     Figure-3 shows a comparison between numerical (23) and exact values (30) of       where 
  {       }  and      . Numerical solution of      is earned after substituting numerical 
values   in equations (24) and (25). Moreover, Figure 3(a) represents the numerical and exact 

solutions for       where Dirichlet boundary condition (9) is applied, while Figure 3(b) represents 
these solutions when the mixed boundary condition (10) is used. These figures are obtained before 

adding noise to the exact data (i.e.    ). It can be seen that accurate numerical solutions are 
achieved. 

(a) 

 
 

(b) 

 

Figure 3-The exact solution (30) for      in comparison with the numerical solution (23), (a) 
Dirichlet boundary condition (9) is applied; (b) mixed boundary condition (10) is used for various 
   {       }  respectively. 

     After adding noise to the data (26), Figure 4 shows the unstable numerical solution for      with 
various   . In Figure 4(a), oscillations become highly unbounded, as    increases for      when 
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fixing     . In this case we selected      . In addition,       and the various   are 
shown in Figure 4(b). For performing regularization, using zeroth order Tikhonov regularization 

which yields the equation (29), various values of   such as 
  {                             }            . In order to choose the best    the error 

was calculated as |                   |  √∑                            
  

    [4,6,7]. From 

Figure-5, it can be seen that the minimum error occurs around        and         , when it 
reaches the best approach for       as illustrated in Figure 6. Figure 5(a) and Figure 5(b) shows the 

minimum error around        and         , respectively. Meantime, a good approached 
value for numerical solution      can be seen in Figure-6(a) and Figure-6(b). 

(a) 

 

(b) 

 
Figure  4-The exact solution (30) for      in comparison with the numerical solution (23), (a) for 
various     {     } , and      when Dirichlet boundary condition (9) is applied, (b) for 
various   {       }  and         when mixed boundary condition (10) is used, with noisy 
data. 

(a) 

 

(b) 

 
Figure 5-The accuracy error                      , as a function of  , for      and (a)     
    noise, Dirichlet boundary condition (9), (b)         noise, mixed boundary condition (10). 
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(a) 

 

(b) 

 

Figure 6-The exact solution (30) for      in comparison with the numerical (23), for     , (a) 

        noise and regularization parameters    {    
            

  }  Dirichlet boundary 

condition (9) are applied , (b)          noise, and regularization parameters     {        

          }, mixed boundary condition (10). 

 

4 Conclusions 
     In this paper, we apply the one end data of Dirichlet or mixed boundary condition as additional 
data. Splitting the wave equation in two parts, first part was direct problem part when we solved it by 
(FDM), and second part was inverse problem part, in this part using separation of variables [3]. The 
problem is ill-posed, since adding a small noise in extra data causes an unstable force. In order to deal 
with this unsuitability, we employed the Tikhonov regularization method with minimum errors for 

selecting a good parameter for regularization. For future work, we plan to use        as additional 
information. 
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