Karam et al. Iragi Journal of Science, 2020, Special Issue, pp: 72-80
DOI: 10.24996/ijs.2020.51.1.10

N
Iraqi

Journal of

Science

ISSN: 0067-2904

Multicomponent Inverse Lomax Stress-Strength Reliability

Nada S. Karam’, Shahbaa M. Yousif , Bushra J. Tawfeeq
Department of Mathematics, College of Education, Mustansiriyah University, Baghdad, Iraq

Received: 18/11/ 2019 Accepted: 15/ 3/2020

Abstract

In this article we derive two reliability mathematical expressions of two kinds of
s-out of -k stress-strength model systems; Rjy) andR,sy). Both stress and
strength are assumed to have an Inverse Lomax distribution with unknown shape
parameters and a common known scale parameter. The increase and decrease in the
real values of the two reliabilities are studied according to the increase and decrease
in the distribution parameters. Two estimation methods are used to estimate the
distribution parameters and the reliabilities, which are Maximum Likelihood and
Regression. A comparison is made between the estimators based on a simulation
study by the mean squared error criteria, which revealed that the maximum
likelihood estimator works the best.

Keywords: Reliability, Multicomponent system, s-out of-k model, Invers Lomax
distribution, Maximum likelihood estimation, Regression estimation.
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1- Introduction

The Inverse Lomax distribution (ILD) is used in various fields such as stochastic modeling,
economics, actuarial sciences and life testing; it is one of the notable lifetime models in statistical
applications. The distribution belongs to an inverted family of distributions and found to be very
flexible to analyze the situation where the non-monotonicity of the failure rate has been realized. If a

random variable Y has Lomax distribution, then( X =1/Y) has an Inverse Lomax distribution [1-5].
The probability density function (pdf) and cumulative distribution function (cdf) of the random
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variable following ILD are given by the following equations [6].

Fona,f) = {‘;—2 @+5H-0r0 x>0, 08>0 )
0 ow

F(x) =(1+5 X2 0; a,p> 0

Here o> 0and B > 0 are the shape and scale parameters, respectively. Now onwards, Inverse
Lomax distribution (ILD) with its two parameters will be denoted by ILD (o, B). The purpose of this
paper is to study two kinds of the reliability form of the multicomponent stress-strength models, based
on X, Y being two independent random variables, where X~ ILD(a, B) and Y~ ILD(%, B).

Stress-strength model is a system to analyze the strength of materials on which stress is, whatever
the material type is; in either part or all of the system, the system collapses if the stress applied to it
exceeds the strength, which has many applications in physics and engineering topics. This model is of
a special importance in reliability literature [7]. For one component, let Y be a strength random
variable subjected to a stress random variable X, where X and Y are independent, then the reliability
of this system is
R=PY>X)= [ f(x)F,(x)dx

Here we consider the problem of reliability estimation in a multicomponent stress-strength system
(s- out of-k), which was studied by Bhattacharyya and Johnson [8]. Let the random variables X,
Yi,...,Yx be independent, F(x) be the continuous distribution function of X, and F(y) be the common
continuous distribution function of Yy,....Yy , then the reliability of the multicomponent stress-
strength system is given by :

R(sx) = Prob(at least s of Yy, ..., Y} exceed X) - (2)

In 2012, Hassan and Basheikh [7] expanded the system reliability of multicomponent to more than
two groups of components. Consider a system made up of k non-identical components. Out of these k
components, kjare of one category and their strengths Y;,Y5, ..., Y, are independent and identical
distribution random variables. The remaining components k, = k — k,are of a different category and
their strengths Y .1, Yi 42, ., Y are independent identically distributed (iid) random variable
subjected to a common stress X which is an independent random variable.

The reliability estimation for the two kinds of ILD multicomponent stress-strength systems has
not received much attention in the literature. Therefore, an attempt is made here to study the reliability
estimations for the two models. In section 2, we derive the mathematical expression for
R1(sky and Ry k). The maximum likelihood and the regression estimators for the ILD parameters

which are used to give the estimators of R, ) and R, k) are obtained in section 3. The comparison
between the two estimators of reliabilities for different experiments and sample sizes is made through
a Monte Carlo simulation study in section 4. Finally, some conclusions and comments are provided in
section 5.

2. Ry(sk) and Ry, for Inverse Lomax distribution (1LD)

The reliability functions are obtained by using the probability in equation (2) for Ry k) and Ry )
of two multicomponent stress-strength models. Considering the multicomponent stress-strength
system given by k components, where the strength Y;~ ILD(A, ) with the distribution function (cdf)
is given as:

F(y)=(1+ 5)-1 y=0; L,Bp>0 -3
Under common stress X~ ILD(a , 8) with density function (pdf) given in eq. (1), then the reliability
R1(s,k) €an be obtained by (1) and (3) in (2), where:

Risiy = Zhes CF [ [1 = B ()] T, 001 dF (o)
=Sk ri-a+h7 Jra+5H7 iR (4)

o -1

Letu= (1+£)7" then x= G g (u7 —1)

The derivative of x is:
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-1 -2, 0 -1 -1 -2

dx =—f (uT - 1) (71u7_1 ) du = (g) (uT - 1) u7 tdu
By transformation and substituting u and dx in (4), we get:

-1 —(1+a)

1 . i -1
Ry(si) = Zi";s Cik fo [1—u]'u® l% u /1)

)

) 1) "

3 3 -1
=Yk ck gfl[l — u]tukt (uT) u7 tdu
=Yk cF af [1- u]iuk_H%'%_%_l du

= ;Zizs i fol WU — lidu
SIS CEB((k+5 =0, (i +1)
_ Z Kk T(+D)I(k+5-0)
=5 1(k—1)! C(k+3+1)
Since I'(a + 1) = a! and through the rearrangement of the boundaries, then the R, (g is given by

Rigsy = 5 Bhes ooy Mhmo e + 5 = D17 - (5)

Where s, k, i and j are integers.

Now to obtain the reliability R, s, consider a system made up of k non-identical components.
LetX~ILD(a,B) be an independent stress random variable, Yi,..,Y, —~ILD(A;,pB)are
independent  identically  distributed  (iid)  strength  random  variables, and the
remaining Yy 41, Yk, 42, -, Y ~ ILD (4, , B) are iid strength random variables with (cdf), given as

-
Fon=(1+£) ¥4 > 0;2,and B > 0 ...(6)
-2y
Fo)=(1+2) Y2 > 0; A,and B > 0 ()
respectively, then by (1), (6) and (7), the reliability Ry(sx) can be given as:
(s.k)
Roeio=Zh, CF B, 2 [ [16,, G0 [, 01 [14F,, 0] [F, (o1 2aF (o)

12=82
Where0311Sk1,0S12Sk2 ands <1i; +12Sk

i k-1
Ragso=Ziiy, G Bty G fo[ (1+ )M ]I[(”E)_M ]H

. ip 8 A ko-ip of 8 -(1+[1)
[1-(1+;) ] ((+5) 7 1 Za+h T
By the same transformation technique, we get:

k i | i 4
Rog10= le—sl 2122 . C fO [1 M ur i) [1_u7»2 ] w2, i2)
— @ D Bu? (u'l-l) du

o)’

= Zﬁl—ﬁ 11‘171 Ziczz—SZ iz f [1 - ] [1 —ut ] fauhmaloirtet dy
...(8)
Now using the Binomial expansion(1 — a)"* = Z] 0 Ch (—a)’ , we get:
(1—uh H)a= zh_o cj‘l (=1)iytia ...(9)
(1—ut )e=32_C c‘z (—1)Jzut2 72 ...(10)

Then by substitution (9) and (10) in (8), we get:
R2(s,k) = l1_S1 l1 le_sz CZ:Z Z11_0 Cll ( 1)]1 Z] =0 ClZ ( 1)]20'f uM(k 11+]1)+7»2(k “otlpyror] du
So

K
Ry 0= ale_Sl Z >

=83

k i i 1 i i j - .o -1
CZ B0 (1) 520 € (1) Oy ki oty in iy o) (11)
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Where s, k, i and j are integers.
3. Estimation of the Inverse Lomax Distribution (ILD)

Estimation the reliability functions R;(sx) and Ry is performed by using the maximum
likelihood and the regression methods.
3.1 Maximum likelihood Estimation (MLE)

Let the y1, Ya,...,yn Strength sample has ILD( 4, ) distribution with a sample size n, where 4 is an
unknown parameter, then the likelihood function L can be written as follows [9]:
L(/l,ﬁ): ?=1f(yi;llﬁ)

Then the likelihood function using the equation (1) is given as:-

L(yy,yz -y L B) = "B ey i 2 TTm (1 + ) D -.-(12)
Then the natural logarithm function for the equation (12) can be ertten as;
InL =nlnd +ninf — 23" Iny, — (1 + )X, In(1 + 5) ..(13)

By taking the partial derivative with respect to the unknown parameterA, we get:

dInL n B

ER) = z— Z?zlln(l +;)
By equating the partial derivative to zero, so:
n

23, In(1 +§) =0
Then the ML estimator for A is given by:

n
_ .. (14
z{l=11n(1+yﬁi) (14)

In the same way, let X stress random variable has ILD (a , ) with a sample size m where a is an
unknown parameter, then the ML estimator for a from equation (13) can be derived as:

a = —— ... (15
MLE = Zj=11n(1+x—].) (15)

AMLE =

By the substitution of the equations (14) and (15) in the equation (5), the ML estimator for Ry ( x)

is Ry can be obtained as:
amLE apMLE N\1-1
Ruwn = S2E T Mo (K + $222 — )] (16)

Now, for the second multicomponent reliability function, IetYlil; i, =1,2,..,ny and Vo i =
1,2, ...,n, be strength random samples from ILD(4,,£) and ILD(A,,f), respectively, and let X be a

stress random variable with a sample size m from ILD(«, 8), then the M estimators for the unknown
parameters A, , 4, and a for Ry, ), are:

a n
p) = 0 =12 ..(17
EMLE Ziflln(1+£) ¢ (17)

m
a = —Fp ...(18
MLE Zﬁﬂn(l*‘%) (18)

By substituting (17) and (18) in the equation (11), the ML estimator for R, x) is R,y can be
obtained as:

k Ky Kk A o
Romi = @y 211_5122— c;'C 22;11—0 C]lll( 1)1 Z, -0 Clz( D2 [ ey —ig +j1) +

12=S2 U1

Aome (kz = ip + j2) + @yl ™ ....(19)
3.2 Regression Method (RM)
We used the regression method (RM) to estimate Ry k) and Ry k), With the following standard
regression equation:-
w; =a+bu;+e ...(20)
Where w; is a dependent variable, u; is an independent variable, and e; is the error random variable
independent. Taking natural logarithm to the (cdf) of the Inverse Lomax Distribution, we obtain:
InF(y,) = —Aln(1 + 5) .21
y;; i =1,2,...,n denotes the order sample, and by changing F(y;) by the plotting position P;, where
P, = ﬁso i=1,2,..,n then
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nP; = —AIn(1+ yﬁ) (22)
By comparing equation (22) with (20), we get:
w; =InP;,a=0,b=Aand u; = —In(1 +§)
Where b can be estimated by minimizing the summation of the squared error with respect to b, then
we get:
b = MRt Wi T .(23)

nZl 1[“1] _[Zl 1ul]
By substitution, then the RM estimator forA is:

. -nyi, InP; ln<1+ )+Z"lnP pa 1ln<1+ﬁ)
nym 1[1n<1+ )]2 i ln<1+ )]2
And the estimated formula for the unknown stress parameter acan be formulated as:
-nyr, InpP; ln<1+ >+Z"lnP i 1ln(1+‘8)
nym 1[1n<1+ )]2 [ ln(1+ )]2
By substituting the equation (24) and (25) in the equation (5), the approximate RM estimator for
R (s.x), can be obtained as:
Ripus = §2 51 2 Mok + 52— )] --(26)
In the same manner, we obtaln the estimate for the unknown shape parameters A, 1, and a for
Ry sk » then the result will be :

ne B
_nlef 1lnPl€ln<1+—$>+Zlf 1lnPl§,§jlf 1ln<1+E> f 'y

Gy = ...(25)

Aerm = ..(27)
nlef 1[1n< )]2—[215f 11n<1+ B >]
3
And
-m3iL 1lnP]ln(1+ >+Z] lnP]Z?llln< ﬁ'>
&RM = il 5 i .. (28)
mzml[ln(1+ >]2—[Zm ln<1+ >]
*j
By Substituting the equations (27) and (28) in the equation (11) of the RM estimator for
Rogsx) » Rorar » We obtain'
ks ok j j
RZRM aRM le =51 2122 S2 i22 211—0 C‘;i ( 1) I Z] OC_;Z ( 1) ’
. .o A -1
(AlRM(kl -1, )+/12RM(k2'12+J2)+aRM) --(29)

4. Simulation study

In this section, we found the real values of the reliability in the two models discussed previously in
section 3, at different values for the distribution parameters of the variables and for the case of two
different experiments for s and k. The results are recorded in Tables-(1 and 2). It is observed from
those two tables that for fixed strength parameters, the values of the reliabilities are increased by
increasing the values of the stress parameter, and at the same value of stress parameter, the values of
the two reliabilities are decreased by increasing the strength parameter.

Table 1-Real values of R; .

s=2, k=3, for a. =.2
A 0.4000 0.5100 0.6000 0.9000 1.5000 2.9000
R1 0.6857 0.7394 0.7714 0.8379 0.8976 0.9449
for A =2
o 0.4000 0.5100 0.6000 0.9000 1.5000 2.9000
R1 0.3000 0.2376 0.2000 0.1231 0.0602 0.0208
s=3, k=4, for a. =.2
A 0.4000 0.5100 0.6000 0.9000 1.5000 2.9000
R1 0.6095 0.6734 0.7121 0.7938 0.8687 0.9289
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for A =2
o 0.4000 0.5100 0.6000 0.9000 1.5000 2.9000
R1 0.2000 0.1451 0.1143 0.0579 0.0209 0.0045
Table 2-Real values of R,
s1=1, k1=2, s2=1, k2=3, for o =.2
Al 0.4000 0.5100 0.6000 0.6900 0.9400 1.3000
A2 0.3800 0.4700 0.4800 0.8400 1.3000 2.5000
R2 0.7442 0.7879 0.8056 0.8487 0.8885 0.9220
For A1 =.6, \2=.48
o 0.3800 0.4700 0.6000 0.8000 1.5000 3.0000
R2 0.6765 0.6236 0.5577 0.4754 0.2966 0.1420
s1=2, k1=3, s2=3, k2=4, for a. =.2
Al 0.4000 0.5100 0.6000 0.6900 0.9400 1.3000
A2 0.3800 0.4700 0.4800 0.8400 1.3000 2.5000
R2 0.5354 0.6021 0.6203 0.7231 0.7978 0.8646
For A1 =.6, \2=.48
o 0.3800 0.4700 0.6000 0.8000 1.5000 3.0000
R2 0.4217 0.3522 0.2750 0.1928 0.0670 0.0125

For some experiments, a simulation study was performed to compare the performance of the two
estimation methods; the maximum likelihood and regression estimator for each one of
R1(s,k) and Ry sy With different sample sizes ((n=m) = 15,30,90) and B =0.7, as well as for different
parameter values and for two different S out of K systems.

As in the following steps:
Step 1- Using MATLAB 2017 by generating random values of the random variables and by applying
the inverse function as follows:

-1
y=pFT -1
Step 2- By computing the mean by the equation:

Mean =

N ~
2i=1Ri

Step 3- The comparison between the estimation methods by using MSE criteria:
1 -
MSE=+ %L1 (R; — R)?
Where N is The number of replications for each experiment, which is 500.

The results of comparison are shown as in Tables- 3, 4, 5, and 6. From those tables, we found that
for all experiments and for each of the small (15), moderate (30) and large (90) sample sizes, the

preference is for the maximum likelihood estimators

Table 3-Estimation of R, (s=2; k=3).

o= 0.2, A=0.4, R1=0.45714

N ML RE Best
15 Mean 0.4635 0.4593

MSE 0.0121 0.0190 ML
30 Mean 0.4482 0.4429

MSE 0.0057 0.0109 ML
90 Mean 0.4581 0.4571

MSE 0.0021 0.0043 ML

o= 1.3, 2=0.9, R1=0.16034

15 Mean 0.1703 0.1753

MSE 0.0063 0.0103 ML
30 Mean 0.1669 0.1697

MSE 0.0030 0.0054 ML
90 Mean 0.1627 0.1606
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| MSE | 0.0011 | 0.0019 | ML
o=2, A=1.5, R1=0.17802
15 Mean 0.1884 0.1952
MSE 0.0075 0.0130 ML
30 Mean 0.1836 0.1887
MSE 0.0038 0.0070 ML
90 Mean 0.1794 0.1826
MSE 0.0010 0.0021 ML
o= 2.2, =3, R1=0.33922
15 Mean 0.3423 0.3474
MSE 0.0109 0.0187 ML
30 Mean 0.3352 0.3362
MSE 0.0054 0.0095 ML
90 Mean 0.3386 0.3441
MSE 0.0020 0.0041 ML

Table 4-Estimation ofR; (s=3; k=4).

a=0.2,2=0.4, R1=0.40635

N ML RE Best
15 Mean 0.4075 0.4118
MSE 0.0133 0.0213 ML
30 Mean 0.4067 0.4044
MSE 0.0061 0.0115 ML
90 Mean 0.4053 0.4025
MSE 0.0023 0.0042 ML
o=1.3,2=0.9,R1=0.1178
15 Mean 0.1349 0.1406
MSE 0.0054 0.0095 ML
30 Mean 0.1249 0.1345
MSE 0.0026 0.0052 ML
90 Mean 0.1192 0.1194
MSE 0.0008 0.0017 ML
o=2,2=1.5, R1=0.13352
15 Mean 0.1430 0.1513
MSE 0.0059 0.0115 ML
30 Mean 0.1387 0.1414
MSE 0.0028 0.0050 ML
90 Mean 0.1344 0.1366
MSE 0.0010 0.0017 ML
o= 2.2, x=3, R1=0.28666
15 Mean 0.2988 0.2988
MSE 0.0105 0.0175 ML
30 Mean 0.2909 0.2927
MSE 0.0058 0.0114 ML
90 Mean 0.2854 0.2880
MSE 0.0019 0.0037 ML
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Table 5-Estimation of R, ((s1=1, k1=2, s2=1, k2=3).

o= 0.2, A1=0.4, A2=0.38, R2=0.7442

N ML RE Best
15 Mean 0.7364 0.7271
MSE 0.0040 0.0083 ML
30 Mean 0.7366 0.7309
MSE 0.0021 0.0040 ML
90 Mean 0.7431 0.7415
MSE 0.0007 0.0014 ML
o= 0.2, A1=1.3, A2=2.5, R2=0.92201
15 Mean 0.9164 0.9106
MSE 0.0008 0.0018 ML
30 Mean 0.9204 0.9177
MSE 0.0004 0.0007 ML
90 Mean 0.9218 0.9212
MSE 9.6348e-05 0.0002 ML
o= 0.5, A1=0.6, A.2=0.48, R2=0.60739
15 Mean 0.5975 0.5881
MSE 0.0072 0.0115 ML
30 Mean 0.6036 0.6015
MSE 0.0032 0.0059 ML
90 Mean 0.6081 0.6065
MSE 0.0012 0.0026 ML
o= 3, A1=0.6, \2=0.48, R2=0.14195
15 Mean 0.1496 0.1553
MSE 0.0030 0.0060 ML
30 Mean 0.1450 0.1438
MSE 0.0014 0.0024 ML
90 Mean 0.1432 0.1422
MSE 0.0005 0.0009 ML
Table 6-Estimation of R, (s1=2, k1=3, s2=3, k2=4).
o= 0.2, A1=0.4, 22=0.38, R2= 0.53543
N ML RE Best
15 Mean 0.5192 0.5079
MSE 0.0104 0.0185 ML
30 Mean 0.5273 0.5222
MSE 0.0046 0.0090 ML
90 Mean 0.5331 0.5321
MSE 0.0016 0.0031 ML
o= 0.2, A1=1.3, A2=2.5, R2= 0.86464
15 Mean 0.8565 0.8492
MSE 0.0019 0.0034 ML
30 Mean 0.8588 0.8542
MSE 0.0009 0.0017 ML
90 Mean 0.8638 0.8640
MSE 0.0002 0.0005 ML
o= 0.5, A1=0.6, A2=0.48, R2=0.3322
15 Mean 0.3305 0.3292
MSE 0.0105 0.0179 ML
30 Mean 0.3334 0.3339
MSE 0.0054 0.0092 ML
90 Mean 0.3317 0.3310
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| MSE | 0.0019 | 0.0039 | ML
o= 3, M1=0.6, A2=0.48, R2= 0.012485

15 Mean 0.0170 0.0201
MSE 0.0002 0.0006 ML

30 Mean 0.0146 0.0168
MSE 8.6858e-05 0.0002 ML

90 Mean 0.0132 0.0139
MSE 2.7428e-05 6.3914e-05 ML

5. Conclusions

In this paper, we study the multicomponent stress-strength reliability for the ILD with different
shape parameters. After the implementation of simulation experiments, we found that the best
estimation MSE for the maximum likelihood estimator works quite well for all experiments and for all
sizes of samples, while the regression estimation was not performing well in the ILD of stress and
strength.
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