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Abstract 

      Most of the Arabic language vocabulary is built from the roots derivation. These 

roots are words composed of three to five consonants letters. Any performance in 

Arabic language for the purpose of information retrieval needs to deal with the 

language morphological and structural changes first (which is called the stemming 

process) then a statistical method for extracting information is implemented. This 

approach presents a method for categorizing the Classical Arabic Poetry (CAP) into 

its categorizations: Ghazal, Medeh, Wasef, Hijaa',..etc. by combining the algorithm 

of a light stemmer (which identify sets of prefixes and suffixes in an Arabic word in 

order to reach to the word root after removing the suffixes and prefixes) with "N-

gram" statistical method (which retrieves the information independently of the 

language complexity). Two measures will be implemented: the "Manhattan 

distance" dissimilarity coefficient and the "Dice's measure" similarity coefficient for 

the purpose of categorization. 

 

 

 يةالأحصائ N-Gram تصنيف الشعر العربي الكلاسيكي بأستخدام ترددات
 

 اقبال عبد الباقي محمد
 انعراق. –، بغداد  كهَت انخقَُبث انطبَت وانصحَت، هَئت انخعهَى انخقٌُ

 

 الخلاصة
معظممم مدمم الل ل الممب ل ع نيمممب منتيممب مممو  امملماتال ذممملج  ل هامممالت ممملة ل ذمملج  مممم  هامممال م  دممب ممممو         

لأغممم لس  رممل ذاع ل معاجممممال لل اممم   ثلاثممب ل مممة أمرممب  نممم ي رممماهتبت  ع ىمايممب لذممم ة ىامممة ل الممب ل ع نيمممب
ل لعاممممع مممما  ممم ةيال ل المممب جللييممم لل نتالعممما  جمى اممممملة ل عمايمممب لرممممة ل لذممملي   ثمممم ترممملأام   يممممب  ن مممماليب 
لأرمل ذاع ل معاجمممالت مملل ل ننمم  يممام   يمممب  ل متيي ل اممع  ل ع نم  ل هلارمميه  ل مة   ممتاة  ل مع جةمب جممم   

ل م  جل مب نارملأالم همع ممو أجل لميمب ل لذملي  ل أديمي ال لم  لميمل مذماميا  ل لملع  ل مما   ل ج مي  ل عذما. تتت
مو للأضاةال للأماميب جل تعاليمب ةم  ل هاممب ل ع نيمب جممو ثمم نملةعا  لم س ل ج مجع ل مة ذمل  ل هاممب  مما   يممب 

N-gram جي للأن ماليب ا جل لم  لرمل ذا ل معاجممال اجو ل أمجس ةم  لعميمالل ل المب ت تمجىيو ممو ل ميارمال رمم
جمممج ل معامممع ل مماثممع   Dice ل معامممع ل ليمم  مماثممع  جتيمما    Manhattanيملم  رمملأالمعما جمممما مرمماةب  

 لأغ لس ل ل تييت
 

Introduction 
Arabic language is a real complex and 

rich in nature and for this any development in 
text categorization systems become a 
challenging task. There are many problems with 
Arabic language like various spelling of certain 
words, irregular and inflected derived forms, 

short diacritics and long vowels, and most of its 
words contain affixes. It consists of 28 letters 
and written from right to left. It has a very 
complex morphology that made its major words 
have a tri-letter root and the rest have quad or 
penta or hexa -letter root. The Classical Arabic 
Poetry CAP is written in a certain way it has got 
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a verse which is known as bayt or abyat, and is 
divided into two halves also known as shater or 
shatrayn. 
Text categorization is the process of structuring 
a set of poems according to a group structure 
that is known in advance [1]. The aim of this 
paper is to propose a preliminary categorization 
of CAP using a method of two steps the first is 
called "Stemmer" which requires specific 
knowledge about the language [2]. The second 
is called "N-gram" which is a statistical 
approach for categorization.  
Stemming is used to reduce variant word forms 
to common roots and thereby improve the ability 
of the system to match query and vocabulary 
[3]. It makes the text compact and easy to 
process. The N-gram frequency profiles provide 
a simple and reliable way to categorize 
documents in a wide range of categorization 
tasks. It can be found if two words are 
semantically similar or dissimilar from the 
structures of characters of these words [4]. 
Many research works used the N-gram method 
in categorizing Arabic text like [5] who 
developed the first automatic classification 
technique based on the character structure of 
words. Dice's similarity coefficient is computed 
from the number of matching bi-grams (2-gram) 
in pairs of character strings, and used to cluster 
sets of character strings. [6] used tri-grams for 
indexing Arabic documents without any prior 
stemming. [7] used N-grams with and without 
stemming for text searching. Their results 
indicated that the use of tri-grams combined 
with stemming improved the performance of 
search retrieval. [8] assessed the performance of 
two N-gram matching techniques for Arabic 
root-driven string searching. [9] used N-grams 
for searching Arabic text documents. They 
investigated di-grams and tri-grams without 
using stemming. They concluded that the N-
gram technique is not an efficient approach to 
corpus-based Arabic word conflation. [1] used 
N-gram frequency statistics technique for 
classifying Arabic text documents. For each 
document to be classified, the N-gram frequency 
profile was generated and compared against the 
N-gram frequency profiles of all the training 
classes. The comparison is done by calculating 
Manhattan distance and Dice's measure. [10] 
presented the N-gram model which can be used 
to compute the similarity between two strings by 
counting the number of similar N-grams they 
share. [11] presented an approach that uses N-
gram based on the word and characters. Four 

basic types have been explored either separated 
or combined: word, lexical root, root, and N-
gram. 
This paper is organized as follows: the 
stemming algorithm will be discussed in section 
two, while in section three the N-gram concept 
will be explained. A detailed description of the 
whole system will be discussed in section four. 
Finally the results followed by the conclusion 
will be presented. 

 

Stemmer 
      Stemmer is an automatic process used to 
reduce the different morphological forms of 
words into common root (Stem) to improve the 
performance of the extraction system [4]. The 
light stemmer approach that presented by A. 
Chen and F. Gey [12] will be used. They applied 
the following rules:  
If the word is at least five-character long, 
remove the first three characters if they are one 
of the following:  ،الل، ، وال، لال، سالل، اال، االل، وّالك
 .(أة will be كبلأةِ  like) .فلل، بلل
If the word is at least four-character long, 
remove the first two characters if they are one of 
the following:   ،  ،ٌوا، ال، فاب، كاب، ول، وً، و ، ،ا
ٌ   like)  وة، وث، وو، نمّ، بب ٌ   will be ،َأ  .(أ
If the word is at least four-character long and 
begins with و, remove the initial letter و. (like 
 .(يبل   will be ويبل  
If the word is at least four-character long and 
begins with either ب or ل, remove  ب or ل.( like 
 .(ٍخى   will be نَخى  
Recursively strips the following two-character 
suffixes in the order of presentation if the word 
is at least four characters long before removing a 
suffix:  ،وٌ، اث، اٌ، ٍٍ، حٍ، حى، كٍ، كى، هٍ، ٍب، ٌَ، وا
هب like) يب، َب، هى، ٍت، هب  .(  شد   will be شد 
Recursively strips the following one-character 
suffixes in the order of presentation if the word 
is at least three-character long before removing a 
suffix: ث، ً، ِ، ة. (like  ْحُّج will be   ٍ  .(ح
 

N-grams 
N-gram is a sub-sequence of N-items in any 
given sequence, where the grams are characters 
of words. It is N-character slice of a long string. 
A word is leading or trailing by spaces and these 
spaces can represent a sequence of N-grams. 
The value of N can be chosen for a particular 
corpus. The word يكخوة can be composed of the 
following N-grams: 

 
Bi-grams:                    _ـ، حو ، وة ، ة   ـ، كخ  ـ، يك  _ي
Tri-grams: ـ، يكخ   ـ، كخو ، حوة ، وة_ ، ة___يك  
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Quad-grams: 
 ـ، يكخو ، كخوة ، حوة_ ، وة__ ، ة___                _يكخ

 
The advantages of N-gram are that it does not 
require a preliminary knowledge of the 
language, does not require predefined rules, and 
does not require the construction of a database 
of vocabulary [4]. 
Arabic nouns and verbs are heavily prefixed and 
suffixed, and as a result it is possible to have 
words with different lengths that share same 
principal concept. Two words are considered 
similar if they have in common several substring 
of N-characters, this is done by calculating a 
coefficient on these two words. The following 
bi-gram example shows the similarity between 
the two words يكخرد ،  انًكخرثوٌ  : 

 يكـ كخـ حر رد
    

 انـ نًـ يكـ كخـ حر رد ثو وٌ

 
Human languages invariably have some words 
which occur more frequently than others. One of 
the most common ways of expressing this idea 
has become known as Zipf's Law [13], which is 
stated as follows:- 
"The nth most common word in a human 
language text occurs with a frequency inversely 
proportional to n" 
This has the implication that poems belonging to 
the same category will have similar N-gram 
frequency distributions. Figure 1 shows the Tri-
gram frequency distribution for a poem belongs 
to the Ghazal category from our dataset. It 
clearly shows that the frequencies of the most 
common Tri-grams are inversely proportional to 
their ranks. 

 
 Figure 1: Frequency Distribution of Tri-grams 

 

CAP Categorization  
     The CAP Categorization compromises three 
phases: poem pre-processing, frequency profile 
generation, and poem categorization. The pre-

processing phase is to make the poems compact 
and applicable to train the poem categorization. 
While the frequency profile generation, the core 
of the system statistical method, shall be 
constructed using the compact form of the 
Arabic poems. Then the poem categorization 
shall be evaluated by two measures after 
generating the frequency profiles. The following 
subsections are devoted to these three phases. 
 

1. CAP Pre-Processing Phase 
     This phase aims to transform the CAP text 
file to a form that is suitable for the 
categorization algorithm. For this work the 
poems from well known books of Arabic 
literature have been collected [14][15][16], and 
managed in collecting them that they cover the 
eight datasets Hekmah, Fakher, Retha'a, Wasef, 
Naseeb, Madeh, Ghazal, Heja'a, for each dataset  
a reference has been given to it in order to 
distinguish each dataset from the other so for 
Hekmah the reference Cat1 has been given, 
Fakher Cat2 and so on. 
For each category six verses have been collected 
from five poetries (that belongs to the same 
category) and merged them in one text file. A 
normalization process has been implemented 
before applying the stem process. This step is 
essential because any diacritics like (    ِ ،   ِ  ،’ ، 

  ِ ،   ِ ،   ِ ،   ِ ) and the variation of the letter 
forms according to its positions take an 
important role in such systems. 
Stemming process applied to a document is 
quite different when it is applied to a poem. Any 
poem is written without using punctuation 
marks and there are no numbers written in a 
poem also there is no non Arabic letters in the 
CAP. This will reduce the process of the 
normalization phase, the only thing have been 
removed are the tatweel character "ـــاـ", stop 
words which include Arabic prefixes, pronouns 
and prepositions like ( ،ٍكَف، أٍٍ، فٌ، ياٍ، لهاي، ها
 and the diacritics. The most important thing (َحاٍ
to be removed is the conjunction (و ) between 
any two words [12]. Afterwards the following 
replacements have been done:- 
Replacing  إ ,أ  and  آ by alif bar ا. 
Replacing  ى by  ً at the end of the words. 
Replacing  ة by  ِ at the end of the   words. 
 Replacing the sequence  ًء  by ئ. 
After completing the normalization process the 
light stemmer has been applied according to 
rules mentioned in section two. The result is a 
very small size text file that is very reliable for 
the process of categorization. In this work the 



Mohammad                                                    Iraqi Journal of Science, Vol.51, No.1, 2010, PP. 159-165 

 

 ٕٔٙ 

several spaces between the poem two halves 
have been removed and placed  with one space 
only, also the enter key has not been used 
between the lines of the text file, this will be 
useful for the second phase.  

 

2. Frequency Profile Generation Phase 
     The poems represented in the collected eight 
categories are of a very small size as six verses 
have been taken from five poems, which mean 
thirty verses for each category. Twenty verses 
have been taken for the training process and 
saved in a text file separated from the rest ten 
verses which have been used for the testing 
process. The preprocessing phase that explained 
in subsection 4.1 is applied to the training and 
the testing text files. In this phase the N-gram 
profile must be generated according to the work 
of [17] shown in figure 2, the flowchart was 
followed in order to generate the frequency 
profiles. 

 
 

Figure  2: Dataflow for N-gram based text 

categorization [17]. 

 

 
 
 
 
 
 
 
 
 
 

For all text files that cover the eight categories 
the N-gram was computed (for N=3 Tri-grams) 
after scanning every letter. A tri-gram that has a 
space in the middle, in the beginning and at the 
end of the word has been omitted. Then inserted 
into a table to find the counter for the N-gram, 
and increment it whenever a similar N-gram 
occurred. From this counter the frequency of 
occurrence of each N-gram has been computed. 
The frequencies were saved in a separate file 
and a descending sort for them has been made 
(from the most frequent to least frequent). This 
result is the frequency profile of the text file.  
 

3.  CAP Gategorization Phase 
After generating the profile of both the training 
and testing datasets the profile distance has been 
measured. This measure determines how far out 
of place an N-gram in the training profile is 
from its place in the testing profile in terms of 
similarity and dissimilarity. Two measures have 
been used the first is the distance or dissimilarity 
measure called "Manhattan distance". It 
calculates a rank order statistics for two profiles 
by measuring the difference in the positions of 
an N-gram in two different profiles. For each N-
gram in the testing profile, a search for the same 
N-gram in the training category profile has been 
done to calculate the difference between their 
positions. For N-grams not found in the training 
category profile, a maximum value is assigned. 
After evaluating all N-grams in the testing 
profile, the sum of the distance measures is 
computed. Figure 3 shows a sample of how 
calculating this measure. 
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Using the equation (1) for evaluating the 
distance measure:- 

Manhattan 

   



k

h

jhihji PPPP
1

,

 ……… (1) 
Where Pi, Pj represent two N-gram profiles [18]. 
After computing the overall distance measure 
between the testing profiles with all the eight 
categories training profiles, the category that has 
the smallest Manhattan distance is chosen to be 
the category that the testing profile belongs to, 
and in this step the categorization has been done 
for this measure. 
The second measure as shown in equation (2) is 
the Dice measure of similarity.  

Dice  

 
ji

ji

ji
pp

Pp
PP




2
,

    .………… (2) 

Where iP
 is the number of N-grams in profile 

Pi [18]. In this measure the category with the 
largest measure is chosen as the category that 
the testing profile belongs to. The following 
example calculates the similarity between two 
words only (and not between two profiles). 
Suppose there are two words and there is a need 
to calculate the similarity between them the first 
word is أ،خفسبراث and the second is أ،خفسر  the bi-
gram for them will be as follows:- 

 
 

 
There are 4 common bi-grams in both words. 
Similarity measured by Dice’s coefficient is 
calculated as 2C/(A+B), where A and B are the 
number of unique bi-grams in the pair of words; 
C is the number of common bi-grams between  
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
the pair. The similarity measure for these two 
words will be:  ( 2*4/(8+5)=   0.615). 
 

Results 
In order to evaluate the CAP categorization the 
recall and precision for both the Manhattan and 
the Dice measures were calculated. The recall 
means the proportion of relevant text files 
retrieved while the precision is the proportion of 
retrieved text files that are relevant. 
Recall = (categories retrieved and relevant)/total 
relevant categories……..(3) 
Precision = (categories retrieved and 
relevant)/total categories retrieved…….(4) 
 Table 1&2 shows the computed values of 
precision and recall for both measures. 

 
Table 1: Recall and Precision using Manhattan 

measure 

 

Category Recall Precision 

Cat1  "Hekmah" 0.089 0.46 

Cat2  "Fakar" 0.00 0.075 

Cat3  "Retha'a" 0.2 0.3 

Cat4  "Wasef" 0.294 0.885 

Cat5  "Naseeb" 0.011 0.601 

Cat6  "Madeh" 0.333 0.667 

Cat7  "Ghazal" 0.619 0.931 

Cat8  "Heja'a" 0.6 0.896 

 

 

 

 

 

 

 

 

 

 هدٍـ 
 يَُـ

 كرٍـ

 هوا
 قبو

 يبح
…. 

 كرٍـ

 يدو
 قبو

 هوا
 هدٍـ

 يَُـ
…. 

 أ  ،ج حف سف ،ر

 أ  ،ج حف فس ،ب ار را اث

4 
4 
2 
0 
2 

no-match=max 

                                                                                             Sum= distance measure 

 
Figure 3:  A sample for calculating the distance measure between two profiles  
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  Table 2: Recall and Precision using Dice's 

measure 

 

Category Recall Precision 

Cat1  "Hekmah" 0.122 0.7211 

Cat2  "Fakar" 0.00 0.105 

Cat3  "Retha'a" 0.402 0.5 

Cat4  "Wasef" 0.321 0.388 

Cat5  "Naseeb" 0.289 0.3 

Cat6  "Madeh" 0.46 0.655 

Cat7  "Ghazal" 0.801 0.7 

Cat8  "Heja'a" 0.799 0.777 

                      

Discussion 
     In order to have a good information retrieval 
system this system should retrieve as many 
poems as possible, which means having a high 
recall. And it should retrieve very few non-
relevant poems, which means having a high 
precision. 
The results for the tri-gram method using the 
Dice measure exceeded those for the Manhattan. 
This is due to the nature of the Manhattan 
measure, and the complex morphological 
structure of Arabic language. 
When a very long poem for each category is 
used the system will work better as many words 
will be used that can identify each category 
separately and more clearly. From the results it 
is obvious that the poems for Wasef and Naseeb 
the recall value for them is very low this is due 
to the nature of such poems. For more 
explanation, the selection of the poems for 
category Wasef, the thirty verses were taken for 
describing a lover, a camel, the nature, the 
moon, and a dancer six verses for each, wasn’t 
quite enough to find so many tri-grams that are 
similar with other verses of the same category. 
Inspite of the diversion in covering this category 
the problem was with the small dataset being 
used to achieve this work. Category Fakar has 
registered the worst values as this kind of poems 
are not easy to identified even when using a 
human to do the task of identifying and that 
reason is due to the duplicate meanings that such 
category may contain. It is sometimes very close 
to the category of Madeh and sometimes very 
close to the category of Wasef. The best values 
were for the categories of Ghazal and Hija'a. 
 when implementing the normalization process 
together with the N-gram alone, (which means 
without doing the stemming process) the results 

were really surprising as the values were very 
close to the first results when using the 
stemming process (table 1&2). It seems that the 
normalization process is quite adequate for 
making any poem compact, especially when 
omitting the stop words. It is clear that there is 
kind of fitness between the process of the N-
gram and the normalization only when using the 
CAP, unlike most of the previous works when 
they used Arabic corpus that got punctuation 
marks, non Arabic words, and numbers. 
The reason of choosing the tri-gram directly 
instead of other N-grams like the bi-gram was 
because of the previous works. They recorded 
better results only when they used the tri-gram.  
 

Conclusion 
      This paper presented a statistical 
categorization method for categorizing the 
Classical Arabic Poetry. The whole work 
depends on two steps the first is the stemming 
process, and the second is the N-gram frequency 
statistics technique. Two measures were used 
the similarity (the Dice measure) and the 
dissimilarity (the Manhattan). From the results 
the Dice's measure is better than the Manhattan 
measure because it reported higher precision and 
recall for the same dataset. 
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