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Abstract
Let H and K be Hilbert spaces and let H@® K be the cartesian product of them.Let
B(H),B(K),B(H @ K),B(K,H),B(H,K) be the Banach spaces of bounded(continuous)
operators on H,K,H@® K,and from K into H and from H into K respectively. In this

B C
paperwe find the inverse of operator matrix A :{ E} € B(H® K) where

BeB(H) ,CeB(KH), DeBHK), E€B(K) andA> |, where |, g, isthe
identity operator on H@® K.
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Introduction

Let <,> denotes an inner product on a
Hilbert space, and we will denote Hilbert spaces

by H, K, H; K; and H @ K denotes the Cartesian

product of the Hilbert spacesH, K ,and B(H)
B(H®K),B(K,H),be the Banach spaces of

bounded(continuous) operators on H, H @ Kand
from K into H respectively[see2]. The inner

product on HEK is define by:
(% ¥), (W, 2)) = (X, W) +(Y,, 2)

XxweH, yzeK.

we say that Ais positive operator on H and
denote thatby A>0 if (Ax,x)>0 for all x in
H.,and in this case it has a unique positive square
root .we denote this square root by JA [see2],it
is easy to check that A is invertible if and only
if J/Ais invertible.

A" denotes the adjoint of A and I, denotes

the identity operator on the Hilbert space H.We
define the operator matrix

B C
{ }eB(H@ K,L® M) where
E D
BeB(H,L),C € B(K,L),
EeB(H,M),DeB(K,M)

J-[2 olC)

X
},where( Je H®K and similar
y

as following A(

{EX + Dy
for the case mxn operator matrix [see 1,3,6].

B C . |B" FE’
If A= then A" = .
E D o

D*
B C . .
If A= >0 then A is a self- adjoint
E D

Bx +Cy

*

B C
and so has the form A:{ D} and similar

for the case nxn operator matrix [see 1,3]. For
elementary facts about matrices [see5 ,8] and for
elementary facts about Hilbert spaces and
operator theory [see 2,6].

Remark: we will sometimes denote 1,4, (the
identity operator on H®K) or |, (the identity

onH)or I, (the identity on K') or any identity

operator by ,and also we will sometimes denote
any zero operator by 0

VYoo
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Preliminaries
Propositionl.1.: Let Te B(H,K) then

Dif T'T >1andTT* >1 thenTis invertible,

2)if T is self-adjoint, T2 > | then T is
invertible,
J)if T >0 then T is invertible if and only if

ﬁ is invertible, and in this case we

have (T))*) ™ =((T))™)* .
Aif T is self-adjoint then T is invertible from
right if and only if it is invertible from left,

5)if T > 1 then T is invertible,

6) if T>0 and it is invertible then
T >0,and in this case we have

VT =T

7)T>1 ifandonly if 0<T " <1
Proof:1)see[2]p.156

2) From 1.

3) if T is invertible then there exists an operator
S such that ST =TS=I so (Sﬁ)ﬁ =T
(\/? S)=l i.e. JT is invertible . Conversely
ifT s invertible then there exists an operator

R such that Rﬁ =ﬁ R=ﬁ,so I=l.1=
(VT  R(VTR) VT RVTHR

=JT (NTRR =TR*= R’T hence T i
invertible, and in this case we have
(VM) =T =R*=((T)) ")’

4) if T is self-adjoint then T=T but T is
invertible from right if and only if T s
invertible from left.a

5)if T>1 thenT >0 s0 +/T exists and it is

seff-adjoint  and  (VT)?=1 so ~T s
invertible and hence T is invertible.a

6)if T>0and it is invertible then
Tx,x)>050 (TTXT ) >0 e
(X, T7*x)>0,Vx.Hence T'>0Now
1 =] because/1 ./1 =|, and LI=lbut the

positive square root is unique(see[2]p.149) so
/1 =l.and since

T>0,T*>0TT=1>0we havedT*
NT =ﬁ (see[2]p.149),50\/T_‘1 VT =
VT =.hence JTH=(T)*

7)If T>1 thenT >0 and it is invertible .so

[from 6)] we have T *>0.NowT >0
&T —1>0 &TH(T-1) = (T-1) T" [because
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T (T-1) =T'T- T*=I-T* and (T-1) T*
TTH-T" =-TY So, THT-1)=0 (see
[2]p.149) hence T '<1.n Conversely if
0<T*<Il then [from 6)Jwe have T >0
but | -T*>0and T(-TY =(-THT so
T(I-T*)>0henceT > 1.

B C
Propositionl.2:1) if A:{D E}ZO then

C=D" and B>0 & E>0

B C
2)IfA= > | then
C=D" and B>I & E>I

. [B C] .
3 ifFA= <1 then C=D and B<I
& E<I
Proof:1)see[1]p.18

I 0
2)if T>1 then T—-12>0 butl={0 J
B-1I C

> E (E:HcIJ ﬂ{ D E—I}ZO

.Then from 1) we have that C=D", B-I>0 & E-
I>0ie. B>l & E>1.o
3)Similar to 2)

Propositionl.3.: if A:{ B* E} is invertible,
A>I then B,E are invertible

Proof. from Propositionl.2. 2) we have B>I &
E>I,s0 B.E are invertible.o

To show that the converse is not true we need
the following theorem from[1]p.19:-
Theoreml.4..Let BeB(H),EeB(K),CeB(K,H)
such that B>0 & E>0 then:

B
C*

contraction XeB(K,H) such that C= VBX VE
Now the following example show that the
converse of propositionl.3. is not true

C
E}ZO if and only if there exists a

2 2
Examplel.5: Let A= L 2} ,80 B=2>1 E=2>1

and they are invertible but A is not
invertible[since detA=0].Note that A>0 [since
C=2= J2 J2=VBX VE where

you
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X=1hence|X|<1]but A £ I[since

{1
A-1l =
2

2=/1X V1 s0 X=2hence|X | =1
ie. A—TZOhence A £ 1.

2
J and if 3X such that

Remark1.6: it is easy to check that:

1) If Ais invertible mxn operator matrix (i.e.
3 an nxm operator matrix B s.t.
AB=l,&BA=I,

Where I, & I, are the mxm and the nxn
identity operator matrices respectively) and if
matrix C results from A by interchanging two
rows (columns) of A then C is also invertible.

2) If two rows (columns) of an mx n operator
matrix A are equal then A is not invertible.

3) If a row (column) of an mxn operator
matrix A consists entirely of zero operators then
A is not invertible.

B O
4) A= {0 E} is invertible if and only if B,E

are invertible, and in this
B* 0

case A" = e
0 E

Remarkl.7.: from remarkl.6. 1) We can
conclude: if

B C

A:{ }eB(H@K,L@M)then
D E
B C

A=
{D E

JCc By D E
if is invertible if and only if
E D B C

D} .
IS
B

} is invertible if and only

E
is invertible if and only “{C

invertible.

2) The inverse of a 2x2 operator matrix A
where A>I

*

. B C
Theorem2.1.:1)if A= e > | then BE,

B-CE'C", E-C'B™C are invertible and
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=

B
In fact :2)if A= {
C

(B-CE’C")™
EC’(B-CE'C")®

C
E} > | then B>LE>I, B-

CE'C™>I, E-C'B*C>I.
B

C
Proof 1) if A:{ . E}zl then A is

invertible[proposition1.1.5)] and B>LE>I
[proposition1.2.2)] ,so0 B,E are invertible
[propositionl.1.5)]
-1 J G : -1
Now, let A~ =| ie. AA
G F

]

l, 0 L
then J>0 & F>0 since A™>0
And  )BJ+CG*=Ily

U P
ii)

iiC*J+EG*=0 iv)C*G+EF=I
So from iii) we haveJC+GE=0.50,G=-JCE™"=-B’
'CF Then we have from iv) that
(E-C'B'C)F= Ik ie. (E-C'B"'C) is invertible ,
F= (E-C'B'C)*
and from i) we have
J(B-CE'C")=ly,,50 B-CE'C" is invertible, and
J=(B-CE'C)",
G=-(B-CE'C")'CE'=-B'C(E-C'B'C)"
Then it is
that,

BG+CF=0

clear

(B-CE'C’)™

L —(B-CE'C’)'CE™
—~E'C’(B-CE'C)™

(E-C'B'C) *

_ B C
2)ifA=| _, > | then
C" E

0< Al (B-CE'C)* —(B-CE'C")'CE™
- |-E'c'(B-CEC)* (E-CB'C) *
S0 from proposition1.2.1&3) We

have 0 < (B-CE'C*)*<1,0<(B-CE-1C*)* <
then from proposition1.1.7)
B-CE'C™>I,E-C'B'C>l.

also from proposition 1.2.2) we have that B>I&
E>In

Remark?2.2.: it is easy to check that if B, E, B-
CE'C’, E-C'B'C are invertible then
B

C
A=l | is invertible and
C" E

—(B-CE™C")"CE yu|_
(E-C'B'C) * 5

}g

Yov
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~(B-CE'C")*CE™]

(B-CE'C)™
(E-C'B'C) *

—-E'C’(B-CE'C)*
what is about:
Question2.3.:is it true that if B>[,E>I,
B-CE'C™>I, E-C'B'C>I.

then A>I?

Remark?2.4.:since
(B-CE'C")'CE'=B'C(E-C'B'C)"

B C
,and since A= {C* E} > 1 ,hence A-I>0 and

A>0,therefore there exists a contraction X and a
contraction Y such that

C=+VBX VE=VB-1Y VE -1

then we have alternative forms of A™ such:

1)
L [ (B-cEC)? ~B'C(E-C*B'C)*
{— E'C’(B-CE'C)* (E-C'BC) * }

or

2)

N { (VB)*(1-XX) ' (vB)™*
~(WE)'X(1-XX)'(vB)*
...etc.
Remark?2.5.:the second form of A™ above show
that 1-X~ X,I-XX" are invertible and this is easy
to check.

~(B)(1-XX)* X (VE )1}
WE)'(1-X"X) *(E)?

Remark?2.6.:we know that if a ,.c , e are complex
numbers( the complex number is a special case
of an operator) and

b c .
A:{ . } where ¢ is the conjugate of c
c e

e -c
be—\c\2
_b
be—\c\2
—(b-ce'c)tce™ | =

(e-cb'c) *
11
o e

h— I
e
1

be —[c[* but from above:
=
be — \c\z

4 | (b-cec)
—e'c'(b-ce'c)?

1

be—\c\2

be—\c\2
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Remark?2.7.:0f course we can generalize the
2x2 case to the nxncase by iteration. For

B C D
example:if A=|C" E G |>1 then
D" G F
B C D]
A=|C" E G
D" G’ F ]
B C| [D]] A
e e [G} B cC" E G
. DT
D G F [ } F
- G
and we can first find the inverse of
B C . .
. > | ,then find the inverse of A.
C" E
Remark?2.8.: there is no general relation
B C
between the invertiblity of A:{D E} and

the invertiblity of B,C,D,E ,and all the 32 cases
can be hold,for example

11
1) A= L J is not invertible but B,C,D,E are
invertible

2 1| . .
2) A= 1 9 is invertible and also B,C,D,E

are invertible

11 21
1 1 2. . .
3)A= is not invertible
111 2
1211
. 11 .
[since detA=0] andB = 11 is not

invertible but

=t Jooft et ]

invertible
And so on.

Yo A
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B C| . . . .
of course, A= is invertible if and
D E

|C B L . .
only if is invertible if and only
E D

D E[ | E D
if is invertible if and only if
B C C B

is invertible is useful here

Question2.9.:How can we find the inverse of
the general case

B C
A= cBHOKLDM) 2.
D E
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