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Abstract

This article deals with estimations of system Reliability for one component, two
and s-out-of-k stress-strength system models with non-identical component strengths
which are subjected to a common stress, using Exponentiated Exponential
distribution with common scale parameter. Based on simulation, comparison studies
are made between the ML, PC and LS estimators of these system reliabilities when

scale parameter is known.
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1. Introduction.

The reliability of a system is the probability that
when operating under stated environmental
conditions, the system will perform its intended
function adequately. For stress-strength models
both the strength of the system and the stress,
imposed on it by its operating environments are
considered to be random variable. The
reliability, R, of the system is the probability
that the system is strong enough to overcome the
stress imposed on it. Several authors have
studied the problem of estimating R, including,
[1-5].
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We consider the reliability, R, when the
strength and stress random variables are
independent but not identically distributed
Exponentiated  Exponential (EE) random
variables. The Exponentiated Exponential
distribution is one of the cumulative distribution
functions which was used during the first half of
the nineteenth century by Gompertz [6] to
compare known human mortality tables and to
represent population growth, as follows: [7]
Gt =(1 —pe’*—)a for ¢ :}% Inp
Where g, @ and 4 are all positive real numbers
(see [8-101]).
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The Exponentiated Exponential distribution,
also known as the generalized exponential
distribution when p=1, is defined as a particular

case of Gompestz — Verhulst distribution
function.

Therefore, X is a two —parameter EE r.
Variable with following distribution function;

Flx;a, ) = I:l - e‘“'-'*']n x>0, ai=0 1)
Here @ and 4 are the shape and scale
parameters respectively when & = 1 it represent
the exponential family. The survival function
corresponding with EE density is given as; [9]
Shad)=1-(1-—e*)"
and the hazard function is; [3]
ffil:l — e""-”:la_i
1—(1—e &)=
The different moments of this distribution is;
E(x¥) = aa [y x*(1- e'”'-”]u_le"'*' dx
Now since 0=e ™™ =1 for A=0 and
¥ =0 therefore by wusing the series
representation  (finite or in finite) of
(1- e‘”'-'*']ﬂ_l ,We obtain:
B(x+) = S5 T2 (777);

&

Ax

hix;o, A) =

1
i+1)A+L

K
The main aim of this article is estimating the
reliability of one, two and multicomponent
stress-strength model of an s-out of —k system.
Assuming both stress and strength are
independently distributed as EE with common
and known scale parameter 4. This problem is

studied when the strengths of the components
are independently but not all identically
distributed. Maximum likelihood Estimator
(MLE), Percentile estimator (PCE) and Least
Square estimator (LS) are obtained. Mont Carlo
simulation is performed for comparing the
different methods of estimation.

2. Reliability Expressions.
2.1. One Component Reliability.

In the context of reliability the stress-
strength model describes the life of a component
which has a random strength X, and is subjected
to random stress X;. The component fails at the
instant that the stress applied to it exceeds the
strength and the component will function
satisfactorily ~ whenever X; < X; thus

R =plX, <X,).
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We shall assume throughout this paper
that Xyand X; are continuous and independent

r. variabiles let f; and F; denote, respectively,

the probability density function (pdf) and the
Cumulative distribution function (cdf) of X

with this notation, one can write;

Ry=ply <X) = | flxa) F,(x2) dx,
A'::E-
using eg. (1), then;
pidi0 - . o iEp—1
Ry = [ ap A(1— em™2)
'S 2y EL
(1- e™*2) “dx,
n—1

0 e ey FaTED
=ad], e (1—e ez )

g

Axg

ﬂ‘.l':

: 1. Ez
Let t={1—-e""z) “then
-1, f =N 1 Wz
:1'“:—_.-?1[1—:1'%:),&;1'“:—_ —df SO;
- A , - Eod | —
: 2| 1-ez |
R'l =
A L Ca+0g—1 ‘--":;: )
mx"l,[l—rﬁ:)r #z dt
T d 0 \ ol \
27 | 1-r |
1 B e
=) tex dt = — .2
Is 2)

Note that R; is independent from parameter 4.

2.2. Two Component Parallel system
Reliability.
In this section, we consider the

reliability of a parallel system with two
components, assuming the strengths of two
components are subjected to a common stress
which is independent of the strengths of the
components. If (X5, X3) are independent but not

identically  distributed strengths of two
components subjected to a common random
stress X; , then the reliability of a system or
system reliability (Ry)is given by: [5]

R, =plX, < max(X,,X3)]
We  first obtain the distribution
Z =max(Xy, X5)
Hi{z) = P[Z = z].

= P[X, = z].P[X; = z]

of

= F,(z) F(2)
— |:l — E.—/'_EJG: |:l — E—/'_.IJ'IE
2(1- o)

gty

cHZ) =1-Hz) =1-(1-e%=) "

\Z

e
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Now the system rellablllty R is given by

= il‘; [l - I:l - e‘“'-*'::lcz_az] flxyseq, A)dxy
=1-eyd [ (1—eke) T
|:l _ E,—/'_x»_:lm'_le—/'_x

Wy TE;TEz—z

=1—oyaf (1—e?)™

Llﬂ‘x-l

e~ dyy
Using t=(1—-e:)% by simple
transformation we get;
Ha+ 0y
il = . &y T
H‘:=l—flc_r fz arl = m (3)

2.3. Multi — Component s-out of-k System
Reliability.

Consider a system made up of k non-
identical Component out of these k Components
k, are of one category and their strengths
V1., Vi, are iid random variables distributed as

EE (5, 4) with common cdf Fiyvy, 5, 4). The
remaining components k,=k-k; are of different
category and their strengths vy, +1. ..., ¥y are iid
random variables distributed as EE {,,1) with
common cdf F{v.:f5,,4) this system is
subjected to a common stress X. Which is
independent r.v. distributed as EE (&, 1) with
cdf Fix;a, 4),

The system operates successfully if at
least s out of k components withstands the

stress. According to Johnson [3], the system
reliability with non-identical strengths Ry, is

given by;

Rizpy = Z [:{__ {j::

[l )

—_

[l - :-':'x»'] [f (] %7
Where the summation is over all possible pair
G j2)with 0= j; =kyand 0 = j, =k, such
that s = j; +j; = k. Then the reliability can be
computed as;

Rizi =

= dF| (x)

830

Iragi Journal of Science. Vol 54.No 3.2013.Pp 828-835

iTsL

O Al Sl
[l —(1- e‘f-nj-@f_]ﬂ [Ll B E‘_'}‘;‘.Jg:].{: s

oA I:l - e‘”'-”]a ’

Risiy =@ f"-E"f,Zc Y=
]

e~ dx

- Ll—e"“—*]g

g ,JS=]
Jn'g (o= jo =Gyl b= Jol+a—1

Ax

l“l —eH Ae”
Using transformation ¢ = (1 — e~ ,

dx

we get:

Reem = B 53, G G2 Lo [1-

zr_x_] i [l — zr?] )

£ Ra=iad 4+ heam dt

'Ig"_ n'g: - . .
Let ==, ;== and simplifying by
using the Binomial series  expansion,

(x +a)" = X5 (% x¥ a™%, then Ry.ucan
be rewritten as;

(4)

3. Reliability Estimation.

3.1. Maximum Likelihood System Reliability
Estimation.

By the invariance property for the Maximum
likelihood estimation we estimate the parameters
(cty, @2, 005,4) and substitute them in the
systems Reliability, (Ry,R, and Ri.x;) to give

the MLE for By, sayR1. vLE), Where from eq. (2)

G:_.‘*fn..E_'
Ril“ LE} = cf'.. HIE—T;E'.-

2(MLE)

The MLE for R, say Rn. vipe) , fromeq. (3)
'x__.ll..E ': I'||..E

(MLE) F e MLE) Tz (MLE)

and the MLE for R¢.x) , say Biox)ce) from
eq.(4)

R 2(LE) = =
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R (ak)(MLE) =
Ej‘:’_::?_ [.j'c__ E.l:q"C::=E: [.-l"'::: EJ:C IC-::I.-_ : _l:“l_
SO (D= [ 4k — ) +
(I 4+k,—j)+1]71

o B, L S: ML
Where i = ‘—E and & . MR

E(MLE) CMLE)

The parameters estimation for 1551.:,,_.55_-.

is by the log- likelihood function:
Let

X310 X 72,00

Xy and
X1, be two ordered random samples
of size m and ny, respectively, on strength and

stress variants following EE distribution with
shape parameters oy and c; and common scale

parameter A. then:

X110 X120 0

[ m nl Y
Ley, ) =mingg +(m+n,)ind- )(ZAQ Zx)
i= IS
+nyIne; +
o~ DT (1)
+lzs — 1) B2, In(1 — ™)

The first derivatives are:

AlnlL m m ( B PP
=2 szmn(1- ) = 0
dlnl _ ml | ome o ( — g
e = Il ) =0
dlnlk nl
a1 + X3y x05) +
2 g
P =10

The solutions of the above equations are:
l.':."-_|_| MLE)

E;?:",lnl‘l—s ~Xai]?

—
(MLE) — Tms B I
RS T In(1—-s "F2h

And if & is unknown, then 4 is a simple iterative
solution of the non-linear equation g;{4) =0 ,

where
g1'A) =10
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—-1 X’l |'J +
(& —1) E L PRy "-':—1."3;3 xgje =
Sy S
EM Inl1—s™"%2i) E:'l“ﬂ'.l g TR
Now for Eg(:-,-:]_].:_‘-, let x31,%32, .0 X3n, be

ordered random sa}mple of size n,, following EE
distribution with (&3, 4), then;
In Ly, a5, r3,4) = mlney +nylna, +
nylnas+(m+n, +n,)ini
ATy + T 2 + B vy

oy — 1) T2, in(1 — e~ H*ai)
+Hay — 1D I, In(1 — e7Hs1)
+ag — 1) TP In(1 — e~ st)

The MLE foras, say &g, Which can be
used to estimate R, |s given as;

G-""I MLE) — .-—
2l aes E::' I.:Ilﬂ_i B (.d\.E__-I

And for unknown A, then 4 is a simple iterative
solution of the non-linear equation g-{4) =10,

where

g2la)=0
m+n1+111 d,-1) 5 0y = 1) g ™ g
A Dol R
=1 ki 1n.l—e‘ 1)
'-‘&"_l E:“] ZJ‘ ) .:';. a l Z.-ixme
+ ; — —
L%, n(1- e'“‘-:) z,-jlru g

For R(S,k)1 Iet }711 J}r‘]_:.l"'.l 1nqgs be a random

sample of size nl drawn from EE(B;, A), then

},1{1.'. = }"1(:.'. e 2 5’1.:“,_.den0tes the
corresponding order statistic sample. Let
¥21,¥22, ., ¥apr,, be a random sample of size n2
drawn from EE(B2, L), then
.5":{1.'. =z .5",:{:.'. e 5’:.:“:.den0tes the
corresponding order statistic sample. Let

Xy, Xa, . X, be a random sample of size m
drawn from EE(a, A), then
Xy = Xpgy =2 = Xpppydenotes the

corresponding order statistic sample. Then the
likelihood function is given by;
L::.G'”'E-l,ﬁj,).} =

nBy By e [, +E. Yt “yy)]
Mz, (1 - e7) ™
E_/I-.‘-'*__:' }3«_—1 1‘[:‘51[1 _ E—/'-_‘-':Z

then the ML estimators of a, f3; ,B2, denoted by
10ars) @Nd 5 o0 2, TESPECLiVEly, are;

-1
)
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FOLE) = Fm )
-'G‘_I_':.‘r”'-_ = E*'__ In(1—g ¥z
and B oty e —

So for unknown A, then /" here iIs a simple
iterative solution of the non-linear equation

ga"')} =0 , where gsld)=0
= - B LE 1x + T =13 -_|_ +
" I'T:r—‘l_'-zzz,_.«;s_ax"
E.':'l ! ZL'J + EZ; Il 1—s—4%)
IE.-_-I-IZ::.—:"_-_ 5 b_"'x-"__i.
= — +
L, Inl1-s~ "2
(8.1 T, 3y sz
L
THZ [nl1—s~ 2020

3.2 Percentile System Reliability Estimators.

When the method of estimation of
unknown parameter is changed from ML to any
other traditional method, the invariance
principle does not hold good to estimate the
parametric function. However such a case is
attempted in different situations by different
authors [5].

The percentile estimator can be obtained
by equating the sample percentile points with
the population percentile points, if the data
comes from a distribution function which has a
closed form, and then the unknown parameters
can be estimates by fitting a straight line to the
theoretical points obtained from the distribution
function and the sample percentile points.

Because of the structure of EE
distribution function, it is possible to use the
same concept to obtain the estimators based on
the percentiles.

Several estimators of p;,p; and p; can

be used here [see 9], where they are the samples
percentile F(xq¢;eeq,2), Flx¢;0:6,,4) and
F(xspies,4) . The following formulas will be
c0n5|dered in this work:

P = 1—l ‘”1?:}——_]—]. .1y and

1
4

il=1..n; which are expected

.
1]
'-.I-.J’

B = et

values of Flxy), Flxary) and F(x,
respectively.
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Then the PCE's of ¢y , > and 3 can be
obtained by minimizing the following equations
with respect to ¢z , @, &3 and A, respectively,
S () - In(1- e 0]

%ot [in(p;) — g in(1 — g0

)y

Erz‘i[m{}t}:} — i3 :'HI:l — e_‘-'"'*'E.E.':]]_

Then the PCE's say, @iipcz) & aipce) and
& 3(pcx) take the forms;

. L. inpi ml_x‘l g D

Hiipce) = Z;_‘-E,_[.'n[ii—s'a'—-i-"j]: )

. 5%, inpj n(1-e"200)

Baipce) = Ev:- im[:i—s_ix‘--"".::]: ,

N E,:_“ ol inf1-¢ 20

Halpce) = Z?::,_[.'n[:i—s'ixi-5."::]: .

The PCE of RyandRi say Fipce; and
Ripczy are  obtained by  substitute

@1ipcen® 20ece) aNd & apcy) IN equations (2)
and (3).

For R;.x the PCE 's of &y, 5 and fi,, denoted

bY & ipce) B yipcey @Nd 5 yipez o respectively

and take the forms:

@ (EBCE) —

Boipes =

And the PCE forFf.‘g,,-{_-., denoted by B (-xizce)

is by replacing & ace) B 41pee) AN 6 o peg) IN
eq(4).
3.3. Least squares system in Reliability

Estimators.

Least square estimators are obtained by
minimizing the sum of squared errors between
the value and it's expected value. It provide the
regression based method estimators of unknown

parameters.

According to Johnson [10], we have;

E[F(xyo)]=pu, i=1..m, ,
[F[qual..ljj — .'Ui.-" ;_,i'. — l My,

E[F(xs)] =pa,l=1.n2,
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The LS estimators of ay , o7 and a3 , denoted
by @118 @ ariseyand @acss) , respectively,
can be obtained by minimizing the following

equations with respect
Ny |Flx) - E (FUHJJ] =

it _El - E_d:j")a: - mi_1]_’

E::i -F[XZ':J'."J —E (Fl:xf':,"."ﬂ]_ =

ek _[1 - E_ix:"{:f: - _1«:'._1]_1

Yoy F(xsp)—F (Flixg.;;_ﬂ =

S [(1-eAee)® -

The LSE of RyandB-. are denoted
byRirss) and Rarpsz,  respectively, — are
obtained by substitute &qzsz, & 20252 and

& 3(rsz) In equations (2) and (3).

Then for Rgyy , denoted as B .xyizse), is by
substituting the LSE of parameters in eq(4),
which denoted as & zzz; .5 and 5
the LSE s of respectively,

obtained by minimizing the following equations
with respect to c, 5y, 5, and 4.

v [Flag) - E [Flix.::.-)]]:,

I(L5E)

(LSE}
a, 5y and 5,

32 [Fw) - B (F(yan))]
4, Numerical Simulation Results and
Conclusions.

In this section, a numerical experiment will
be represented to compare the performance of
the three estimators of three system Reliabilities
Ry, R, and Ry proposed in the previous
subsections when A is known with respect to
their mean squared errors (MSE). Note that the
generatition of EE(a, A) is very simple, if U
follows uniform distribution in [0, 1], then X=((-
In(1-U")/1) follows EE(a, ), Monte carlo
simulation is applied for different sample sizes,
different parameters values and for two different
s-out of-k systems.

We consider different sample sizes ranging
from very small to large (5, 10, 30, 50). Since A
is the scale parameter and all the estimators are
scale invariant, we take A=3 in all our
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computations and we consider different values
of the shape parameters [(a1, o, a3)=(2, 1.5,
0.5),(0.5, 1.5, 2)] and the selected values for s-
out of-k systems are [(s1,k1,52,k2)=(1, 2, 1, 2),(1,
4, 1, 4)lfor [(a, B1, P2)=(2.5, 1.3, 1.6)]. The
MSE’s are computed for the different estimators
over (1000) replications. The results are reported
in tables (1), (2) and (3), and the conclusions can
be summarized as follows:

1. The value of R; increases and of R,
decreases as the value of o, decreases (2,
0.5) and the value of a3 increases(0.5, 2)
with fixed value of a; (1.5).

For different values of (m, n;), for Ry, the
MSEs for all methods decreases as (m, n)
increases.

For all methods it is clear that when
(m=n;=n,), for R,, then the MSEs decreases,
except for (m=n,=n,=50) is increases. And
when (m=n;) fixed and n, increases the
MSEs decreases, also for decreases (m=n;)
and n, is fixed.

The value of Ry decreases as (k) value
increases, and for (m=n;) and n;, increases
the MSEs for all methods decreases.

5. In general, the MLE works better
estimator for Ry, R, and Ry than the other
two methods.
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MLE

PC

LS

m,n;,N;

Table 1- The MSE values when A=3, 0,=0.5, a,=1.5, a3=2, then R;=0.75 and R,=0.5.

R>

MLE

PC

LS

1.53E-02

1.63E-01

2.28E-02

55,5

1.99E-02

2.13E-02

2.92E-02

1.25E-02

1.27E-02

1.84E-02

5,5,10

1.50E-02

1.62E-02

2.23E-02

1.19E-02

1.07E-02

1.47E-02

5,5,30

1.11E-02

1.11E-02

1.55E-01

9.56E-03

8.37E-03

1.23E-01

5,5,50

1.09E-02

1.06E-02

1.48E-02

9.91E-03

1.18E-02

1.64E-02

10,10,5

1.58E-02

1.70E-02

2.26E-01

7.73E-03

9.16E-03

1.28E-02

10,10,10

1.00E-02

1.12E-02

1.54E-02

6.63E-03

5.73E-03

8.05E-02

10,10,30

6.17E-03

7.10E-03

1.01E-02

4.83E-03

4.94E-03

6.95E-03

10,10,50

5.40E-03

6.36E-03

9.12E-03

7.60E-03

9.98E-03

1.42E-02

30,30,5

1.42E-02

1.51E-02

2.01E-02

4.72E-03

6.33E-03

9.35E-03

30,30,10

7.21E-03

8.28E-03

1.18E-02

2.36E-03

2.87E-03

4.30E-03

30,30,30

3.43E-03

4.12E-03

6.01E-03

1.84E-03

2.21E-03

3.38E-03

30,30,50

2.60E-03

3.38E-03

5.19E-03

6.77E-03

1.01E-02

9.67E-03

50,50,5

1.51E-02

1.55E-02

2.03E-02

4.08E-03

5.85E-02

8.99E-03

50,50,10

6.45E-03

7.57E-03

1.06E-02

1.88E-03

2.55E-03

4.06E-03

50,50,30

3.06E-03

3.74E-03

5.51E-03

1.42E-03

Table 2-The MSE values when A=3, a;=2, a,=1.5, a3=0.5, then R;=0.4286 and R,=0.875.

1.79E-03

R:

2.75E-03

MLE

PC

LS

50,50,50

M,n1,n2

2.30E-03

2.54E-03

Rz

3.89E-03

MLE

PC

LS

2.24E-02

2.36E-02

3.31E-02

5,5,5

4.58E-03

4.79E-03

7.25E-03

1.74E-02

1.93E-02

2.57E-02

5,5,10

2.71E-03

3.42E-03

4.95E-03

1.42E-02

1.62E-02

2.18E-02

5,5,30

1.72E-03

2.26E-03

3.28E-03

1.17E-02

1.36E-02

1.93E-02

5,5,50

1.57E-03

2.08E-03

2.90E-03

1.74E-02

1.84E-02

2.58E-02

10,10,5

4.54E-03

4.42E-03

6.81E-03

1.11E-02

1.28E-02

1.78E-02

10,10,10

2.20E-03

2.50E-03

3.67E-03

8.11E-03

9.77E-03

1.40E-02

10,10,30

1.07E-03

1.49E-03

2.27E-03

6.74E-03

8.45E-02

1.22E-02

10,10,50

8.78E-04

1.35E-03

2.09E-03

1.51E-02

1.52E-02

2.02E-02

30,30,5

4.65E-03

3.79E-03

5.66E-03

8.45E-03

9.62E-03

1.33E-02

30,30,10

1.64E-03

1.60E-03

2.40E-03

3.83E-03

4.75E-03

7.13E-03

30,30,30

6.68E-04

8.08E-04

1.20E-03

2.99E-03

3.80E-03

5.81E-03

30,30,50

4.59E-04

6.22E-04

9.75E-04

1.29E-02

1.38E-02

1.97E-02

50,50,5

5.40E-03

4.03E-03

5.54E-03

7.36E-03

8.41E-03

1.22E-02

50,50,10

1.62E-03

1.52E-03

2.13E-03

3.19E-03

4.10E-03

6.35E-03

50,50,30

5.84E-04

6.74E-04

9.88E-04

2.39E-03

3.05E-03

4.65E-03

834

50,50,50

3.72E-04

4.83E-04

7.56E-04
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Table 3-The MSE values for R .

Sl=1,k1=2, 52:1,k2:2 51:1,k1:4, 52:1,k2:4
o=2.5 B1=1.3 B2:1.6 0=2.5 B1:1.3 B2=1.6
Rs0=0.30120 Rs=0.1773
MLE PC LS MLE PC LS

4.5E-03 1.49E-02 2.03E-02 1.99E-02 8.23E-03 1.16E-02
2.71E-03 1.35E-02 1.82E-02 1.50E-02 7.24E-03 1.01E-02

1.72E-03 1.44E-02 1.90E-02 1.11E-02 8.07E-03 1.10E-02

1.57E-03 1.26E-02 1.75E-02 1.09E-02 6.85E-03 9.99E-03

10,105 | 4.54E-03 | 8.43E-03 1.21E-02 | 158E-02 | 4.33E-03 | 6.35E-03
10,10,10 | 2.20E-03 | 7.95E-03 1.14E-02 | 100E-02 | 4.15E-03 | 6.32E-03
10,1030 | 1.07E-03 | 6.68E-03 9.156E-03 | 6.7E-03 | 3.39E-03 | 4.64E-03
10,1050 | 8.78E-04 | 5.92E-03 8.67E-02 | 5.40E-03 | 2.95E-03 | 4.44E-03
30,305 | 4.65E-03 | 5.12E-03 753E-03 | 142E-02 | 257E-03 | 3.81E-03

30,30,10 1.64E-03 3.78E-03 5.50E-03 7.20E-03 1.89E-03 2.79E-03
30,30,30 6.68E-04 2.55E-03 3.96E-03 3.43E-03 1.25E-03 2.00E-03
30,30,50 4.59E-04 2.57E-03 3.68E-03 2.60E-03 1.20E-03 1.85E-03
50,50,5 5.40E-03 4.54E-03 6.53E-03 1.51E-02 2.24E-03 3.24E-03

50,50,10 1.62E-03 2.97E-03 4.38E-03 6.45E-03 1.48E-03 2.23E-03
50,50,30 5.84E-04 1.80E-03 2.79E-03 3.06E-03 8.84E-04 1.39E-03
50,50,50 3.72E-04 1.66E-03 2.49E-03 2.03E-03 8.12E-04 1.22E-03
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