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Abstract

A graph & is said to be singular if and only if its adjacency matrix is singular. A
graph G = (7, E) is said to be bipartite graph if and only if we can write its vertex
setas VI{5) =V, UV, and each edge has exactly one end point in ¥, and other end
point in¥; . In this work, we will use graphic permutation to find the determinant of

adjacency matrix of bipartite graph. After that, we will determine the conditions that
the bipartite graph is singular or non-singular.
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1.Introduction

A graph G is said to be singular if and only if
its adjacency matrix is singular; otherwise G is
said to be non-singular [']. In this paper, we will
deal with a special type of graph is called a
bipartite graph with no loops and multiple edges
and it is define as ((a graph G = (V,E) is said
to be a bipartite graph if and only if we can write
its vertex set as V{(G) = 13 UV, and each edge
has exactly one end point in ¥; and other end
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point in V3[Y]. The degree of vertex is the
number of vertices adjacent to it, on the other
words that, is the number of edges incident with
it [Y]. Therefore, for each graph there is a matrix
is called adjacency matrix. The adjacency matrix

of a graph on 7 vertices is n by matrix such

that

. = {1 if i is adjacent to j
Y 0 otherwise
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We usually write the adjacency matrix of a
graphG as A(G)[2]. So, the adjacency matrix of

bipartite graph on 2n vertices is
_ ({0 BT
AML'B ﬂ)

Where E is n by n matrix[3].

In this work, we will use the perfect
matching to decide that there is a graphic
permutation in a bipartite graph. Let & = (V,E)
is a bipartite graph on n vertices labelled as
1,2, ...,n with no loops and multiple edges and
assume that

szé}péiupaﬂ

Be a permutation of the numbers 1,2, ..., 1 so
p is graphic permutation of & if all vertex pairs
(5,p(D),i =12 ..n,are adjacent in G
[3].Subsequently, we will use the graphic
permutation to compute the determinant of
adjacency matrix of bipartite graph. After that,
we will determine the conditions that a bipartite
graph is singular or non-singular. Therefore, we
will use the following theorem to determine the
singularity of bipartite graph.

Theorem 1.1[4, p.95]
A square matrix A is invertible (non-singular)

if and only if det (4) = 0.

2. Matching
A matching M in a graph & is a set of edges

of & that no two of which are incident with each

other. Note, if a vertex is incident with an edge
of matching, we say matched vertex (with
respect toM), on the other words, the edges of M

cover the vertex. Therefore, a matching which
covers every vertex of a graph & is said to be a

perfect matching [2].

Lemma 2.1 [2]
Suppose a bipartite graph&, with vertex

partition V(G) = V4 U V; has a perfect matching
M then [Vy| = |V3| = [M],
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Proof
Suppose & is a bipartite graph with vertex

partition V(G) =V, UV, has a perfect
matchingM. So, each edge of M has exactly one
end point in ¥ and other end point inlz. The
edges of M are covered every vertex of G (by
the definition of perfect matching). Therefore,
[Vy| = [Vy] = [M]. Since, the edges of M are not
incident with each other. m

Definition 2.2 (The Hall’s condition) [5]

A bipartite graph & with vertex partition
V(G) =V, Ulyis said to satisfy the hall
condition if and only if for every A € ¥;we have
defining
r(4) = {v, € Vy:vy~a for somea € A} such
that [F'(A)] = |A].

Theorem 2.3 (Hall’s theorem) [5]
A bipartite graph & with  vertex

partitionV (&) = V; U V5, has a perfect matching

if and only if it satisfies the hall’s condition.
Proof

Suppose that & has a perfect matching M and
let ASV;. Assume (for contradiction) that
IF(A) < |Al. Since, G has a perfect
matching M, so the edges of M cover every
vertex in G. Therefore, each vertex in ¥ has one
neighbour in Vibut [I(4)| < |4 so there is
some vertices in A has no neighbour (this is a

contradiction) by the definition of perfect
matching.

To prove the other direction, suppose H be a
spanning subgraph of a graph & satisfies the
Hall’s condition with further property that any
edge removed from H, it would not be longer

satisfies the Hall’s condition. Let 4 €V, and
A = {a}, we get dyla) = 1¥a € ;. Therefore,
it is enough to show that dg(a) = 1. Assume
(for contradiction) that, somea €A has two
neighbours say byand b,. Let H; and Hy are
two subgraph of H and obtained from removing
@by and ab; respectively from H. So, they are

both fail to satisfy the Hall’s condition. Thus,
Wi=1,2 there are A, cl such
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that I (A)| < |A4;], both these sets must
contains @. So

| (AN Ap\{a})| = [Ty, (A1) N Ty, (Ag)]

Note, that if 2is a neighbour of some vertex
u € Ay N Ajother thana, the edge uw is still
present in Hy and H;. Therefore,

|l (A1) N Gy (A7)
| T, (A1) + [ T, (A2)] — | T, (A1) U Ty, (42)
= |Iy, (40| + [, (4)
Note: | I3 (4] < 144

|Ay |+ Az — (A3 WA, =2 = [A; N A, —
2=|A;NnA\{a}| - 1.

Thus |(A; N A\ {aD)] = [4; N Ax\{a}] — 1.
So, H does not satisfy the Hall’s condition.

3.The determinant of adjacency matrix of
bipartite graph
The determinant of a square matrix of order n is

det(4) = Z(—i} m() l_[ Qip(i) (1)
P i=1

where (—1)¥ is +1 for even permutation and -1
for odd permutations[3].

Lemma 3.1 [3]
For a bipartite graph with n vertices

det(4) = (—1}?2(—1}4‘ (2) (2)
2]
Where A the adjacency matrix of bipartite
graph is, f(p) is the number of even cycles and

divisible by 4 in the permutation graph of the
bipartite graph.

Proof

From equation (1) @ =1%i=12 ..,nif
and only if (,p(i)) are adjacent in G (by the
definition of Graphic permutation)

So, equation (1) becomes
det(4) = ¥,(—1)"® (3)

Note, (p) =elp)mod2 , when e(p) is the

number of even connected component (with the
respect to the number of vertices ) in the
permutation graph.

Therefore, equation (3) becomes

det(4) = X,(—1)° (4)

- G4 U4l = (14 - D+ (4] - D - |4 V4]
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Let f(p)is number of even cycles and it is
divisible by 4. Thus,

e(p) = Biz1¢2:(p)

flp) =Xiz1ca(®)

Note, c;{p) = 0 when i is odd for all a graphic
permutation p of a bipartite graph & by lemma
(a cycle is a bipartite graph if and only if it is of
even length [2])

Therefore,

iz12icy;(p) = n. (5)

Then

n

E+ flp)= Z,l icy(p) + L, c4:(p)
EEZ:L 4 EEZD 4i+ L

= Z(Zi + ey (p) + Z(Zi + 1)cgiez (p)
izl izl

= [Z csi(p) + Z C4z‘+:(P3'] (mod 2)

= ezllij-}(mﬂdﬂ =

Then

§+ flp) =elp)(mod2) m

The proof of this theorem was found in [3]
but the difference that e (p) is the number of
even cycles while in this proof e (p) is the
number of connected component. The reason of
this difference that, if we take the bipartite graph
G

Suppose, this permutation

1 2 3 4
3 412

So it is a graphic permutation of G with no
cycle only single edges. So, equation (5) which
is a count the number of vertices,
¥i=12ic2;(p) = 0, if e(p) is the number of even
cycles. The second reason that, in this paper we
deal with a bipartite graph with no loops and

ca;(p)
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multiple edges. So, cz;(p),i = 1 is single edge
when i=1 (not cycle)

Theorem 3.2[3]
The number of graphic permutation in a
bipartite graph G is equal to m?, where m is the

number of perfect matching of G.

Corollary 3.3 [3]

A Dbipartite graph is contained a graphic
permutation if and only if it possesses a perfect
matching.

Note, theorem (3.1) deals with a bipartite
graph with cycle. Therefore, if bipartite graph
that is connected and has no cycle so it is a tree.
Thus, we can find the determinant of adjacency
matrix of tree by this theorem.

Theorem 3.4 [1]
let T be tree of n vertices .then
1 if T has a perfect matching

and n= 4k for som kez*
=1 if T has a perfect matching
and n = 4k + 2for some kez*
0 Otherwise

det(4(T)) =

Thus, from above theorems, it is clear that a
bipartite graph is singular if it has no perfect
matching and it is non-singular otherwise.

Theorem 3.5

Let G be a bipartite graph with vertex
partition V{(G) =15 UV, is singular if and only
if one of these three conditions is hold
1- G does not satisfy the Hall’s condition.
2- 1| # W]V, veEVI(GE)
3-- N(x) = N(y) where x,y EV(G)
Note, N(x) is the number of vertices adjacent to
it.

Proof

Suppose G is a bipartite graph with vertex
partition V(G) = 14 UV; and it is singular so by
(the definition of singular graph) its adjacency
matrix is singular. So, by theorem (1.1) the
determinant of its adjacency matrix is equal to
zero. Therefore, by lemma (3.1) G has no
Graphic permutation. Thus, by corollary (3.3) &
does not possesses a perfect matching, so by
(Hall’s theorem) the first condition is hold and
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by Lemma (2.1) the second condition is also
hold. Otherwise, if G has a perfect matching and
the determinant of its adjacency matrix is equal
to zero so, by the properties of the determinant
of matrix there are at least two rows of the
adjacency matrix are equal [6], so the third
condition is satisfied

For the second direction, we will suppose
that the first condition is hold. So, by Hall’s
theorem G has no perfect matching. Therefore
by corollary (3.3), G does not contain a graphic
permutation. Thus by lemma (3.1) the
determinant of its adjacency matrix is equal to
zero. Therefore by theorem (1.1) G is singular
graph. =

Since, from theorem (3.5), it is clear that a
complete bipartite graph is singular because it
satisfies the third condition of theorem
(3.5).While, a regular bipartite graph is non-
singular by theorem (3.5) if it does not satisfy
the third condition.
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