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Abstract  
       Many fuzzy clustering are based on within-cluster scatter with a compactness  

measure , but in this paper explaining new fuzzy clustering method which depend on 

within-cluster scatter with a compactness measure and between-cluster scatter with a 

separation measure called the fuzzy compactness and separation (FCS). The fuzzy 

linear discriminant analysis (FLDA) based on within-cluster scatter matrix and 

between-cluster scatter matrix . Then two fuzzy scattering matrices in the objective 

function assure the compactness between data elements and cluster centers .To test 

the optimal number of clusters using validation clustering method is discuss .After 

that an illustrate example are applied. 
 
Keywords: clustering , fuzzy compactness and separation (FCS), fuzzy linear 

discriminant analysis (FLDA), validation clustering method . 
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  الخلاصة
ولكىن فى  , ادام مقيىا  التىرا  العديد من طرائق العنقدة تعتمد على  انتاىار العناصىر دااىع العناقيىد ب سىت     

هىىىاا البسىىىن سىىىوي ناىىىرق طريقىىىة العنقىىىدة الضىىىبابية والتىىى  سىىىوي تعتمىىىد علىىى  انتاىىىار العناصىىىر دااىىىع العناقيىىىد 
ب سىىتادام مقيىىا  التىىرا  بااضىىافة الىى  انتاىىار العناصىىر بىىين العناقيىىد ب سىىتادام مقيىىا  اان صىىاع والتىى  تىىدع  

 . بعنقدة ألترا  وأان صاع الضبابية
لتسليىىع المميىىخ الاطىى  الضىىباب  يعتمىىد علىى  مصىى وفة انتاىىار العناصىىر دااىىع العناقيىىد و مصىى وفة انتاىىار ان ا

 .لاا ف ن مص وفت  أانتاار الضبابية نعتمد عليها ف  ايجاد دالة الهدي لهاه الطريقة, العناصر بين العناقيد 
عنقىىىدة الضىىىبابية ومىىىن ثىىىم نطبىىىق مثىىىاع وااتيىىىار العىىىدد اامثىىىع مىىىن العناقيىىىد ف ننىىىا سىىىوي نسىىىتادم طريقىىىة صىىىسة ال

 .توضيس  عل  العنقدة الضبابية
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Introduction 

     Cluster analysis is a branch in statistical 

multivariate analysis and unsupervised pattern 

recognition learning . The main objective of 

clustering is to classified set of elements data to 

cluster , where the elements data in cluster is 

more similar for each other and dissimilar for 

different cluster , that means , it classified .Data 

set into most similar groups in the same cluster 

and most dissimilar groups in different clusters . 

     Clustering analysis is a tool that assesses the 

relationship among samples of data set by 

organizing patterns into different groups , such 

that patterns within one group (cluster ) show 

greater similarity to each other than those 

belonging to different groups . 

     There are two kinds of clustering , the first 

one was called by hard clustering which 

introduced by Tryon in 1939, [1] , the idea of 

this kind is that each elements of data belong to 

one cluster only , that means ϵ {0,1} . The 

second one was called by fuzzy clustering which 

introduced by Ruspini in 1970, [2]
  
, the idea of 

this kind that each elements may belong to all 

clusters or some clusters with different 

membership , that mean ϵ [0,1]. 

     The aim of hard and fuzzy clustering is to 

partitioned the data matrix which contains 

(n)observations and (P) patterns into number of 

cluster (K) , therefore collect the observations 

which similar and more closer in cluster . 
 

     Fuzzy clustering plays an important role in 

pattern recognition , image processing and data 

analysis . In fuzzy clustering every point  is 

assigned a membership to represent the degree 

of belonging to a certain group (cluster). 

     This paper organize as follows : section two 

contains the concept of fuzzy compactness and 

separation . Section three contain the fuzzy 

linear discriminant analysis . Section four 

explain the methodelegy of fuzzy  linear 

discriminant analysis . Section five contains 

clustering validation method . section six 

contains the result and conclusion an illustrate 

example with conclusions .   

1- Fuzzy compactness and separation : 

  There are many fuzzy clustering methods 

which depend on Euclidean distance or any 

other distances . One of the most well-known 

cluster is fuzzy C-mean (FCM) method which 

introduced by Bezdek in 1980 [3]. 

     The (FCM) method based only on the sum of 

distance between observations in the samples to 

their cluster centers , which is equal to the trace 

of the within-cluster scatter matrix . This 

method based on minimizing the within-cluster 

scatter matrix trace the within-cluster scatter 

matrix trace interpreted as a compactness 

measure with a within-cluster variation . 

  Ozdemir and Akarun in 2001, [4],
 
proposed an 

inter-cluster separation clustering algorithm that 

involves a separation measure in the inter-

cluster separation objective function , because 

the between-cluster scatter matrix trace can be 

interpreted as a separation measure with 

between-cluster variation , maximization of the 

between-cluster scatter matrix trace will induce 

a result with will-separated cluster . 

     Wu , Yu and Yang in 2005,
 
[5] proposed a 

novel fuzzy clustering algorithm called the 

fuzzy compactness and separation (FCS) 

algorithm . The (FCS) objective function is 

based on fuzzy scatter matrix , which derived by 

minimizing the compactness measure 

simultaneously maximizing the separation 

measure . 

     The compactness is measured using a fuzzy 

within-cluster scatter matrix trace , while the 

separation measured using a fuzzy between-

cluster scatter matrix trace . The FCS algorithm 

is more robust to noise and others than FCM 

algorithm when weighting exponent (m) is large 

. 

2- Fuzzy linear discriminant analysis : in recent 

years , linear discriminant analysis (LDA) [5]
 
is 

most popular technique for data classification 

and dimensionality reduction in supervised 

classification problems . The LDA make data 

classification and doesn't change the location of 

the original data sets but only tries to provide 

more class separation  and draw decision region 

between the given classes . 

     LDA uses the mean vector and covariance 

matrix of each class to formulate within-class , 

between –class , and mixture-class matrices 

LDA method can be used to project high-

dimensional data into a low dimensional space . 

The LDA method maximizing between-class 

scatter and minimizing within-class scatter 

simultaneously in the projective feature space . 

      By using the concept of class scattering to 

class separation , the fisher criterion takes the 
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large values from sample when they are well 

clustered a round their mean within each class 

and the cluster of the different classes are well 

separated. 

     The LDA optimizes class separation by 

maximize ratio of interclass to interclass 

variance and is suitable for applications with 

unequal sample sizes.    The aim of this paper is 

to study and discuss the fuzzy linear 

discriminant analysis for clustering and apply it 

for illustrate example , by choosing many 

assumed clusters to show which number of 

clusters is optimal by minimizing the objective 

function and use the validation clustering 

method to test the similar of elements (point) in 

cluster and to know the optimal number of 

clusters.   

 

3- Unsupervised Fuzzy Linear Discrimination 

Analysis Method : 

 

     The steps of the unsupervised fuzzy linear 

discrimination analysis (UFLDA) are : 

1-Let you have the data matrix ( ) with 

dimension (nxp ,i=1,....,n, t=1,…..,p) where n 

represent the samples or observations and P are 

attributes or features  

2-We generate the partition matrix ( )  this 

matrix of dimension (nxk , i=1,….,n , j=1,….,k) 

where k represent to the clusters  

  This matrix generation randomly  with       

uniform distribution 

 

  (u) =  

 

a- Each element of the matrix U are 

random with  ϵ [0,1] . 

b-The sum of each row for this matrix is equal 

to the one   =1 

c- The sum of each column for this matrix must 

be less or equal to the  samples size (n) 

 

0 ≤   ≤ n 

 

d- Determining the C-means matrix ( ) with 

dimension (kxp, j=1,….,k, t=1,…..,p)which 

represent the center of clusters by the formula  

 

   =  

 

     And compute  C represent the total mean by 

the   formula  

 

C =    where N represent to all element  

 

in data matrix  

3-Find the between-cluster scatter matrix  

(Sb
UFLDA

) by the formula : 

       Sb
UFLDA

 =  

And also find the within-cluster scatter matrix 

(Sw
UFLDA

 ) by the formula: 
 
       Sw

UFLDA
 =  

4-Finally ,computing the objective function by 

the formula : 

 

JFLDC ( ) = tr [(Sw
UFLDA

)
-1

 ( Sb
UFLDA

 )] 

 

4- Clustering validation method: 

     To test the similarity between elements 

(points) in cluster to know the optimal number 

of clustering from unsupervised classification 

and to prove the validity of clustering , we must 

use the clustering validation method there is 

many methods for validity clustering .In this 

research we use (FS) Fukuyama and Sugeno 

validation is proposed in 1989, see [6]
 
we can 

find it by the formula : 

 

 FS=  

 
     In this function the first term is measure the 

compactness of the clusters and the second one 

measures of the distances of the clusters 

representatives ,it is clear for compact and well-

separated clusters we expect small values for FS    

5- Result and conclusion: in this section giving 

two illustrate examples , first we assume that the 

number of clusters is (3) with data set matrix 

,second we assume that the number of clusters is 

(4) with the same data set matrix , then compare 

between these two examples to know the 

optimal value of clustering. 

 

Example (1):  taking the data matrix X of 

dimension (16 x 4) and partition matrix U of 

dimension (16 x 3): 
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X=  , U =  

 

 C =  

 

SB =  

 

 

SW =  

 

J   =  0.092 

FS = 27.4040 

 

Example (2): taking data matrix X of dimension 

(16 x 4) and partition matrix U of dimension 

(16 x 4): 

 

X=  , U =   

C =     

 

SB =   

 

SW =  

J = 0.0888 

FS = 20.1727 

Conclusion: from the result of J and FS we can 

make the following conclusion : 

 

1-When comparing between the objective 

function (J) for three and four clusters, we 

find that the smaller objective function (J) if 

the number of cluster is four 

2-When comparing between the FS validity 

method for three and four clusters, we find 

that the smaller FS validity if the number of 

clusters is four. 

3-Concluding that the optimal number of 

clusters for the study data is four 

 

 

  

.   

 

 

 

 

 

 

 

Samples Cluste

r 

Objective 

function 

FS 

16 3 0.9601 27.404 

16 4 0.092 20.1727 
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Figure 1- Represent the distributed of elements (X) on clusters ,From this figure , we distributed the 

elements (Xit) which means the data matrix on the cluster 
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