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Abstract

A migraine is a neurological disorder that causes severe headaches. Although it is
not life-threatening, it greatly affects people's lives. Migraine classification is
considered a complicated research area. Early detection and accurate classification
help in determining the appropriate care, speeding recovery from the disease, and
avoiding its effects. So, developing a migraine classification system is very
necessary. The aim of this work is to suggest a migraine classification model based
on a stochastic gradient-boosting ensemble algorithm. First, the dataset is pre-
processed. Adaptive Synthetic (ADASYN) is used to balance a migraine dataset that
contains seven groups of migraine patients. Twenty-three migraine attributes were
extracted from 400 patients. The ANOVA feature selection method is applied to
select the most relevant features. Four experiments have been carried out based on
apply/not apply ADASYN or ANOVA. The SGB model is trained using the number
of hyperparameter tunings used in the four experiments in order to improve model
performance. The SGB model is evaluated in terms of precision, recall, f1-score, and
accuracy. The results showed that SGB achieved outstanding outcomes in the fourth
experiment when applying ADASYN and ANOVA. The model achieved 97.01%
accuracy, 0.970905 precision, 0.966250 recall, and a 0.967278 f1-score.

Keywords: Stochastic Gradient Boosting, Analysis of Variance, Features Selection,
ADASYN, Migraine.
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1. Introduction

Migraine is a chronic neurological disorder characterized by recurring, moderate-to-severe
headaches. Migraine pains usually affect the right or left half of the head. There are several
types of migraine based on symptoms; the most prevalent is classical migraine. Other types
include:

Silent migraine, ocular migraine, migraine without aura, and migraine with aura. Despite the
development in the medical field, the diagnosis of migraine still relies on symptoms,
questions asked by the doctor, and medical examinations [1]. On the other hand, people do
not always visit doctors in the early stages of disease symptoms, and when they do, doctors
may make a misdiagnosis. Misdiagnosed or undiagnosed migraine may occur due to its
overlapping symptoms with other neurological diseases such as tension-type headache and
sinus-type headache or because of the absence of symptoms [2].

Early diagnosis of migraine and obtaining appropriate health care with early treatment help
to significantly reduce the severity of the disease symptoms. It is paramount to design an
automated migraine diagnosis system that can detect migraines at an early stage. Ensemble
algorithms are machine learning algorithms that merge the predictions of multiple classifiers
in order to improve model performance. Ensemble algorithms combine different ML
algorithms to obtain more accurate results than a single algorithm. The purpose of using
ensemble algorithms is to decrease generalization errors [3].

The purpose of this work is to design a migraine classification system based on an
ensemble learning algorithm. Determining the type of migraine helps determine the severity
of the disease and then determines the type of care and treatment required. In addition to the
migraine classification itself, the feature selection combines with an ensemble algorithm to
reduce the number of features and improve system performance. Features selection techniques
play an influential role in data pre-processing. It is used to increase accuracy by choosing the
most fundamental features and removing the unimportant ones. A small number of features is
extremely desirable because it decreases model complexity [4].

Another factor affecting model accuracy is database balancing. Balancing data is a dataset
where each category has the same number of inputs. Balancing a dataset makes the training
process simpler because it prevents the system from being biased toward one category.
Balancing data can be performed by utilizing over- and under-sampling techniques [5].
Oversampling techniques add new samples to the minority group. It utilized it considerably
more than under-sampling techniques. Under sampling techniques, data is eliminated from the
majority group, causing the loss of significant information. Oversampling techniques can
yield better outcomes than undersampling techniques [6].
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The main contributions of the presented work are:

1-Developed an ensemble learning model to accurately classify seven different types of
migraine.

2-Demonstrated the impact of ADASYN/ANOVA on model performance, with ADASYN for
balancing the dataset and ANOVA for feature selection.

3-Conducted investigations into the effectiveness of combining the SGB algorithm with
ADASYN oversampling and ANOVA feature selection for classifying a wide variety of
migraine types.

The proposed work is organized as follows: In Section 2, the related works are revised. In
Section 3, various methods and materials are explained. In Section 4, the experimental results
of the migraine classification model are provided. Section 5 concludes this work.

2. Related Works

The author has presented a brief review of related studies, indicating a literature survey
was conducted.

In [2], a method for detecting migraines based on three distinct classifiers—RF, CART,
and C4.5—is shown. Variations in window lengths were applied. They used EEG signals
obtained from the Department of Kahramanmaras Sutcu Imam University for their research.
The 60 individuals in the dataset were divided into two classes: nine females and twenty
males with migraines, and eleven males and nineteen females in the second class who were in
good health. The data was recorded using an eighteenth-channel Nichollet One system. The
first involved using DWT to break down EEG data; the second involved extracting statistical
features; and the third involved determining the relationship between accuracy and flash
stimulation. They experimented with various lengths of windows; the window with a length
of 768 samples produced the best results, with a high accuracy of 85.18% reached using
random forest. Their work showed that patients with migraines have been found to be more
sensitive to triggers like flash stimulation. The results of their investigation have implications
for the brain's physiological reaction.

In [7], a system is presented to classify migraines based on three algorithms: naive Bayes
boosting and SVM. Questionnaires and DTI images were used; the dataset contained 52
instances that were divided into four groups. 41 attributes were extracted, and the number of
attributes was reduced by using four feature selection methods: gradient tree boosting,
univariate, random forest, and L1-based. Each of these methods selected the relevant features,
which were used by one of the three classifiers. They were able to attain a higher percentage
in their work because features from migraine-specific questionnaires were included in the
classification that was generated using the features derived from DTI images. Their work was
evaluated in two terms: accuracy and fl-score. The results showed that SVM achieved the
best accuracy of 90 to 95%. Even with the best outcomes, their work had some limitations,
such as: 1) the whole dataset of their work contains fewer than 20 people per class, indicating
a limited sample size. Consequently, a smaller number of training samples may contribute to
the overfitting issue, and the classification method may be modified to account for extremely
particular aspects of the training set. and 2) the inability of model performance metrics to
account for unobserved data.

[8] presented a new SSEP approach to classifying migraines based on machine learning
methods. The dataset contained 42 patients: 29 interictal and 13 ictal, which were compared
with 15 healthy. The SSEP signals were recorded based on healthy subjects and migraineurs
in two steps: ictal and interictal. The signals were plotted and construed to find the DCA, and
then FT was used to extract the biomarkers. Handcrafted and one-way analysis of variance
methods were used to select relevant features, and then deep CNN and hyperparameter tuning
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were performed to obtain the highest accuracy. Their method's effectiveness was assessed by
the application of 10-fold cross-validation. The f1-score, specificity, sensitivity, and accuracy
of the model were assessed. Their method produced an ictal accuracy of 89.7% for healthy
individuals. Their work had some limitations, such as: 1) the absence of prospective data
about the lateralization of MWA assaults, which may have an impact on neuroimaging
investigations. 2) Further migraine patients should be examined in order to validate the
validity of the approach and the results, as there was insufficient evidence to support their
technique.

[9] proposed a system for initial headache diagnosis based on hybrid machine learning.
Data for 614 real patients was collected at different hospitals in Jordan. 26 ML classifiers
were used with the default number of sections (10); each classifier uses nine sections for
training data and one section for testing data. This process was repeated in each classifier
stage. Nine feature selection methods were used to reduce the number of features. 19 features
were selected. At last, the system could classify three types of headaches: migraine, tension
headache, and cluster headache. The highest accuracy was obtained by K-means and random
forest, with migraine accuracy of 99.1% and 92.7%, respectively, and an overall accuracy of
93%. Their work showed that SMOTE data augmentation helped to reduce dataset bias and
increased the accuracy of the classifiers on an unbalanced dataset.

In [10], a hybrid intelligent approach for primary headache diagnosis is proposed. A
number of techniques and methods were used to construct their hybrid approach: the weighted
FCM algorithm, the Calinski-Harabasz index, and the analytical hierarchy process. The
approach classified primary headaches into three classes: 1) tension headaches; 2) migraines;
and 3) other primary headaches. The dataset included 479 patients; 224 of them had tension
headaches, 169 of them had migraines, and 186 had another type of primary headache.
Twenty attributes were extracted from the dataset; nine of them were selected at first, and
then the five most relevant attributes were selected. Their approach was evaluated in terms of
fl-score, accuracy, and precision. The accuracy of their approach was 75%. Their work
revealed the relationship between migraine and TTH in two newly created cluster groups that
were created through the application of cluster analysis. Their work has an advantage in that it
uses a hybrid intelligent system for primary headache diagnosis and calculates computational
complexity. It also evaluates the application of the hybrid intelligent system for primary
headache diagnosis experimentally and compares it with a few chosen state-of-the-art
methods

Discussion of the Presented Work Architecture

The architecture of the proposed work is illustrated in a block diagram (Fig. 1). The figure
outlines the workflow of the migraine classification system, including data preprocessing,
feature selection, model training, and testing steps.
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Figure 1: The Presented Work Architecture

Figure 1 displays the phases of the migraine classification system;

initially, data preprocessing and visualization were carried out on the migraine dataset. After
that, feature selection is performed. The dataset is split into 70% for training and 30% for
testing. For classification, five hyper-parameters are used with the SGB model. In this work,
four experiments are performed: In the first experiment, migraine classification is
implemented by using the initial unbalanced dataset with all the dataset attributes. A
hyperparameter tuning of model parameters is utilized to tweak model performance for high
accuracy. The SGB model used the following hyperparameters for the four experiments:
n_estimators=100, random_state=42, learning_rate=0.5, max_depth=5, tol=0.0002. The
results of the first experiment were: 86.87% accuracy, 0.913842 precision, 0.718785 recall,
and 0.785565 fl-score. In the second experiment, the ADASYN oversampling method is
applied to the dataset, and a new balanced migraine dataset is used with full dataset attributes.
The results of the second experiment were improved to: 94.82% accuracy, 0.946789
precision, 0.944935 recall, and 0.945333 fl-score. In the third experiment, an initial
unbalanced dataset and new selected features are utilized, and the new selected features are
obtained by applying the ANOVA feature selection method. The results have decreased to:
83.84% accuracy, 0.760652 precision, 0.652735 recall, and 0.680159 f1-score. In the fourth
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experiment, the ADASYN and ANOVA methods are applied. With 97.01% accuracy,
0.970905 precision, 0.966250 recall, and 0.967278 f1-score, the SGB model did a great job
when used with a balanced dataset that included the newly chosen features.

The detailed discussion of the presented work phases is given in the following sections.

3.1 Data Set and Pre-processing

Pre-processing is a standard step in data analysis to ensure the quality and consistency of
the data before applying machine learning algorithms. Even if a dataset appears clean, pre-
processing may include operations such as encoding categorical variables, normalizing or
scaling features, and removing duplicates to prepare the data for modeling. Pre-processing can
also involve more nuanced steps, like feature selection, to improve model performance by
removing irrelevant or redundant features. The mention of pre-processing does not necessarily
imply that the data was dirty or unclean; it is part of the workflow to optimize the data for the
specific requirements of the chosen algorithms.

In the presented study, a significant dataset is imported from [11]. It contains 400
instances, which are divided into seven classes of migraine. The dataset contains 24 columns,
23 features, and 1 result. The result is a category label used to classify migraines into seven
classes. The contents of the result column should be converted to numerical values. The seven
classes of migraine have values ranging from 0 to 6, respectively. For more details on the
migraine dataset, see Table 1 below.

Table 1: Migraine dataset details
Dataset NO.' of Attributes Classes
patients
23 attributes:
1-Age
2-Duration
3-Frequency
4-Location
5-Character
6-Intensity
7-Nausea
8-Vomit 7 classes:

Migraine Dataset [11]

400

9-Phonophobia
10-Photophobia
11-Visual
12-Sensory
13-Dysphasia
14-Dysarthria
15-Vertigo
16-Tinnitus
17-Hypoacusis
18-Diplopia
19-Defect
20-Ataxia
21-Conscience
22-Paresthesia
23-DPF

1-Typical aura with migraine
2-Typical aura without migraine
3-Migraine without aura
4-Basilar-type aura
5-Sporadic hemiplegic migraine
6-Familial hemiplegic migraine
7-Other

Pre-processing operations include removing/filling missing data, encoding data, and
removing duplicate data. Missing values are checked; in this dataset, there are no missing
values. Duplicate data is removed. The migraine dataset is unbalanced; it contains seven
classes with unequal numbers of patients. Balancing data is needed, and the ADASYN
oversampling method is utilized [13].
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3.2 Data Visualization

Data visualization and data correlation analysis are used to improve the migraine dataset
[12]. Data visualization is the process of translating system information into a visual form to
make it easier to understand. Data visualization includes different techniques that help in
understanding and analyzing complex and big data, such as charts, histograms, scatter plots,
boxplots, and maps. Data correlation analysis is utilized to illustrate the strength of
association between variables; it can manifest the direction of a two-variable relationship by
using quantitative methods [8]. Data correlation analysis, which is employed to measure the
relationship between variables, is illustrated in Figure 2.
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Figure 2: Correlation heatmap revealing the degree of relationship between variables

3.3 ADASYN Oversampling

It is a method used to solve the problem of an unbalanced database based on a local
distribution estimation of the category to be oversampled. The main idea of the ADASYN
method is to use a weighted distribution for minority categories depending on the grade of
difficulty of learning [4]. ADASYN utilized the nearest neighbor technique to inset more
imitation samples for the minority categories exhibited to balance the dataset. There are two
advantages to using ADASYN: 1) Minimizing bias caused by unbalanced categories 2)
changing the prediction decision boundary toward difficult samples [14].
The algorithm 1 below explains the steps of ADASYN [15]:
Algorithm 1: Steps of ADASYN method
Input: Unbalanced dataset
Output: Balanced dataset

o Stepl: Find the ratio of minority samples to majority samples (R)
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__ mins
" majs
Where:
mins: minority samples.
majs: majority samples.
o Step2: Find number of synthetic data (C)
C= (majs - mins)
Where:
B: desired R value
o Step3: Find number of neighbors that hail from the majority category (Ni)
. majs

1| = ——

k
Where:

k: number of desired KNN
J Step4: Normalize Ni

NR = Ni
~ YNi
o Step5: Find the amount of synthetic data to generate for each neighborhood
(Ci)
Ci=C*NR
o Step6: Create Ci data for each neighborhood, then create the new synthetic
data (Gi)
Gi=si+ (Szi-Si) A
Where:

Si, Szi: two minority instances within a same neighborhood
A: Random integer number between 0 and 1.

3.4 Features Selection

The feature selection technique is the process of decreasing the dimension of input
variables when designing a model. Reducing the size of the dataset can be performed by
removing irrelevant and duplicated features. It plays a substantial role in improving model
efficiency, reducing model building costs, reducing overfitting, and speeding up the model
learning phase [16]. The correlation between features can be categorized as strong or weak.
Features with weak correlation are considered unimportant to the model learning process.
Therefore, eliminating these irrelevant features does not reduce the performance of the model.
However, features with strong correlation are considered essential to the model learning
process and irreplaceable [17]. In this work, feature selection is performed using the analysis
of variance (ANOVA), which is a well-known analysis technique utilized in statistics that
compares the means of two independent categories. The ANOVA tool calculates the F-ratio
test between and within categories [18].
3.5. Stochastic Gradient Boosting

SGB is one of the ensemble algorithms used in classification and regression problems. It
is a hybrid of bagging and boosting algorithms. It can handle quantitative and qualitative
values; it is robust to outliers and null values. SGB is an improved version of the original
gradient boosting algorithm; it combines the advantages of boosting and regression trees [19].
At each new boosting iteration, a random sub-sample is elected from the training data to fit a
tree; furthermore, SGB is focused on misclassified training data that are close to their correct
classification; finally, at each new iteration, small trees are developed. The advantages of
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using SGB are: it is easy and convenient to construct; it requires fewer parameters; it is the
best algorithm to handle large datasets; and it is faster and more accurate [20, 21].

3.6 Performance Evaluation

Evaluation of performance is a measurement process for how a trained system performs
on a particular task. Classification metrics can be used to describe how often the trained
model predictions were incorrect or correct [22]. It illustrates the number of correct
predictions and incorrect predictions in each class. In this work, a prediction matrix is used
that is based on four variables: TP, TN, FP, and FN. This matrix sums up the performance of
a model in terms of precision, recall, f1-score, and accuracy. These terms are explained in
equations (1-4) [23].

TP

PRE = (1)
TP+FP
TP
RC = TP+FN (2)
FSC = 2 # RC+PRE 3)
RC+PRE
The accuracy of the model can be calculated using the following equation:
ACC=—2TN 4100 (4)
TP+TN+FP+FN

4. Dataset Split and Experimentation

The dataset is split into 70% for training and 30% for testing after pre-processing. Four
experiments are conducted, with the first using the initial unbalanced dataset. The discussion
about the dataset split and the experiments is related to Figure 1.

In this study, stochastic gradient boosting has been used for migraine classification.
Processor Intel (R) Core (TM) i15-2430M CPU @ 2.40GHz, RAM 4GB, x64-based processor,
Windows 10 and ANACONDA 3.5.2.0 64-bit are used to implement this work. A significant
migraine dataset is employed; it contains 400 records with seven classes of migraine.
Following the diagram for the SGB migraine classification model in Fig. (2), the first phase is
pre-processing. During the data pre-processing phase, six duplicate records are removed from
the migraine dataset. Uniqueness attributes in the dataset that are irrelevant are checked and
removed; one unique attribute is removed from the migraine dataset. The dataset classes are
unbalanced: 241 patients have class 5 migraine, 60 patients have class 2 migraine, 24 patients
have class 1 migraine, 20 patients have class 6 migraine, 18 patients have class 0 migraine, 17
patients have class 3 migraine, and 14 patients have class 4 migraine. In order to balance
migraine dataset classes, the adaptive synthetic oversampling method is used, as shown in
Fig. 3.

250
200
150

100

, I H B mmw=
wn ~N - w o ™ -
(a) Dataset classes before data balancing
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Figure 3: Dataset before and after using the ADASYN method to balance data

The next phase is feature selection; the ANOVA method is used to select important
features. The last phase is classification, which includes two steps: training and testing. Four
experiments have been implemented. The details for the four experiments are illustrated in
Table 2 below:

Table 2: The proposed model evaluation in terms of precision, recall, f1-score, and accuracy
with and without ANOVA, ADASYN

ADASYN ANOVA Precision Recall F1-Score Accuracy (%)
No No 0.913842 0.718785 0.785565 86.87%
SGB Yes No 0.946789 0.944935 0.945333 94.82%
Model No Yes 0.760652 0.652735 0.680159 83.84%
yes yes 0.970905 0.966250 0.967278 97.01%

As shown in Table 2, the SGB model achieved outstanding outcomes with accuracy
(97.01%) when using the ADASYN oversampling and ANOVA feature selection methods,
whereas the results decreased to 83.84% accuracy when using the unbalancing dataset with
the feature selection method. Figure 4 below illustrates the results when using or not using the
ADASYN oversampling method and the ANOVA feature selection method.

SGB Model Evaluation

ADASYN(Yes), ANOVA(Yes)

ADASYN(No), ANOVA(Yes)

ADASYN(Yes), ANOVA{No)

ADASYN(No), ANOVA(NO)

12 1 0.8 06 0.4 0.2 0

Accuracy mF1-Score mRecall mPrecision

Figure 4: Results when used or not: ADASYN and ANOVA
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Figure 5 below illustrates the accuracy of the four experiments carried out on the presented
migraine classification model.

Accuracy for Four Experiments
I -
I -
100.00% 95.00% S0.00% 85.00% 80.00% 75.00%

Figure 5: The accuracy of the four experiments carried out on the presented migraine
classification model

5. Conclusion

Migraine is one of the most annoying neurological diseases. The aim of this study is to
design a migraine classification model capable of accurately classifying seven types of
migraine. A stochastic gradient-boosting ensemble machine learning algorithm is used. SGB
is combined with ANOVA, which is an influential feature selection method, to provide a
methodical solution for relevant feature assessment. The presented migraine classification
system is tested on a significant dataset. The migraine dataset is balanced using the ADASYN
method. Four experiments are carried out based on the used and not-used ANOVA and
ADASYN methods. The proposed work obtained prominent outcomes when evaluated on
precision, recall, f1-score, and accuracy. This work achieved high performance compared to
prior studies; it achieved 0.970905 precision, 0.966250 recall, 0.967278f1-score, and 97.01%
accuracy. These outcomes manifest that SGB has the required potential to be exploited in
disease multi-classification. For future works, more samples, a complex dataset, and different
feature selection techniques can be used to improve this work and classify more headache

types.
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