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Abstract

The World Health Organization (WHO) has classified coronavirus as a global
health emergency. Chest X-rays have been proven to be beneficial in both
diagnosing and monitoring various lung diseases, including COVID-19. In this
study, a COVID-19 disease detection framework is provided based on the methods
used in machine learning and the Extra Tree algorithm to reduce the features
extracted from the images. Using the Gray-Level Co-occurrence Matrix (GLCM)
algorithm and the Extra Tree algorithm to choose the features of the work, a set of
features is extracted from the images. This set of features is then put into the
XGBoost algorithm to be classified. The proposed system was evaluated using two
different sets of databases: the large database with 9544 images and the small
database with 800 images. All image sizes were set to 300 x 300 pixels. The
proposed system achieved a classification accuracy score of 90.04% using the large
data set and 99.37% using the small set.

Keywords: COVID-19, Classification, Machine Learning, Gray-Level Co-
occurrence Matrix GLCM, Feature Selection
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1. Introduction

According to the World Health Organization (WHQO), the initial instances of COVID-19
were discovered in Wuhan City, which is located in China [1] [2]. Within a few weeks, the
disease was classified as a pandemic due to its exponential spread throughout the nations,
which reported a rise in the number of confirmed cases, which was then followed by deaths.
According to the World Health Statistics 2020 report, the present climate of COVID-19 poses
a threat to the world [3].

The COVID-19 infection can be diagnosed in many ways, including those based on nucleic
acids and using polymerase chain reaction (PCR), next-generation sequencing, computed
tomography (CT), and chest X-ray (CXR) [4]-[6]. In general, all these methods can be used.
Patients may be required to undergo these pathological tests so that doctors can monitor how
their organs are changing as a result of them. Some of the most common of these pathological
tests are CT scans and chest X-rays [7], [8]. An experienced observer looks at these
photographs and makes a diagnosis based on his or her knowledge of the subject matter after
doing an in-depth content analysis. In addition, a normal result on a CT scan or CXR does not
always indicate the absence of a COVID-19 infection in the patient. Because of this, it is
necessary to have helpers working in the healthcare field to guarantee an accurate diagnosis.
Based on the principles of artificial intelligence (Al), new methods have been presented for
identifying COVID-19 [9], [10]. Deep learning (DL) and machine learning (ML) are two of
these methods. These methods are supposed to give faster and more precise results.

Numerous scholars have developed the traditional ML and DL techniques as tools to assist
medical professionals in making correct diagnoses [11]. Classification accuracy will suffer in
proportion to the number of features extracted from an image. This is because the images
contain features that are not correlated with one another, and as a result, they do not provide
accurate information regarding whether the images depict a positive or negative diagnostic
situation. The optimization of the features is one of the potential solutions to this problem
[12].

Feature selection classifiers are algorithms that select a subset of relevant features from a
larger set of features to use in building a machine-learning model. They include filter
methods, wrapper methods, embedded methods, dimensionality reduction methods, and
hybrid methods [13]. Filter methods evaluate the relevance of each feature individually based
on statistical measures like correlation or mutual information with the target variable [14].
Wrapper methods select features by using a specific machine learning algorithm to evaluate
the performance of a subset of features. Embedded methods combine feature selection with
the model training process [15]. The feature selection process is integrated with the model
training process to optimize the feature subset. Dimensionality reduction methods reduce the
number of features by transforming the original feature space into a lower-dimensional space
[16]. Finally, hybrid methods combine multiple feature selection classifiers to select the most
relevant features [17].

The classification algorithms KNN and XGBoost use wrapper techniques to choose the

most useful features, which they then use to create a potent classifier that accurately detects
COVID-19.
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The primary objective of this case study is to categorize a collection of chest X-ray images
obtained from Kaggle.com by making use of very helpful traditional machine learning
techniques for predicting the COVID-19 virus, and then to evaluate the outcomes of these
techniques in terms of their accuracy, sensitivity, specificity, and F1-score. The
implementation of these technological advances is significantly supporting the identification,
prediction, and prevention of diseases caused by the coronavirus. Fortunately, one of the most
well-known applications of artificial intelligence, i.e., machine learning, has been
significantly applied to a variety of COVID-19 datasets in several publications.

The key contributions of this paper are: proposing a COVID-19 classification approach
based on the properties of original moment features and feature selection techniques; Creating
a new group of descriptions called GLCM to extract features from the COVID-19 images;
Using the results of the two COVID-19 X-ray datasets that were used and explained in this
paper in Section (3.1), evaluate the performance of the proposed model.

The rest of the paper is organized as follows: Section 2 covers a summary of some of the
previous studies’ work. Section 3 explains the proposed methodology. Section 4 presents the
machine learning results. The final section discusses conclusions and future work for
improvements.

2. Related Work

In this section, some of the previous work of a number of researchers who detected
COVID-19 disease using various methods is reviewed, including:
Imad et al. [18] have developed a method for detecting COVID-19 through the analysis of
chest X-ray images. The suggested method analyzes images and pulls out features from them
using HOG. These features are then categorized using machine learning techniques like
support vector machines (SVM), K-nearest neighbors, random forests, Naive Bayes
algorithms, and decision trees. The findings were best when using the SVM method, which
had an accuracy rate of 96%. Sethy et al. [19] An approach suggested, which uses GLCM to
extract characteristics and the SVM algorithm to classify 381 images of COVID-19 disease,
achieved an accuracy of 93.2%. They also showed off some other feature-extracting
strategies, such as HOG+SVM (accuracy: 88.5%), LBP+SVM (accuracy: 93.4%), and
ResNet50+SVM  (accuracy: 95.33%). Minaee et al. [20] developed an X-ray image
classification system based on machine learning in order to locate and identify COVID-19. X-
ray images may be categorized according to feature depth using supported vector machines.
The accuracy of the suggested classification model, which included ResNet-50 for feature
extraction plus SVM, was 95%. Ismael et al. [21] proposed a system based on SVM machine
learning. They relied on CNN to extract features and used SVM to classify COVID-19. They
used 380 X-ray scans in their study (180 were classified as COVID-19, and 200 were normal
classifiers). Their highest accuracy, using the ResNet50 model and SVM, was 94.7%. Mijwil
et al. [22] propose using a set of deep and machine learning algorithms to classify COVID-19.
The researcher used 1,400 X-ray scans in his study and confirmed through his experiments
that the SVM algorithm obtained the highest accuracy of 91.8% and had good performance
compared to the other algorithms. Abdulkareem et al. [5] have come up with a plan for a
clinical decision support system that uses machine learning and Internet of Things (10T)
devices to find COVID-19 patients. A set of algorithms for machine learning was used (naive
Bayes (NB), Random Forest (RF), and support vector machines (SVM) were trained and
tested on the basis of laboratory datasets). The results showed that the SVM algorithm was
better at detecting COVID-19 disease, with an accuracy of up to 95%. Mahdy et al. [23], This
paper recommends a deep learning-based methodology for detecting COVID-19-infected
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patients using X-ray images. The support vector machine (SVM) is utilized to classify the
affected X-ray images, providing deep features for accurate detection. They achieved a
97.48% success rate with their suggested system.

As a result of the public's interest in this subject, scientists are working hard to develop a
reliable diagnostic for COVID-19. All prior studies discussing this subject have done so from
a medical perspective, and some have used the symptoms seen in lung CT scans to classify
cases of COVID-19 using machine learning. In this study, a COVID-19 disease detection
framework is provided based on the methods used in machine learning and the Extra Tree
algorithm to reduce the features extracted from the images. Using the Gray-Level Co-
occurrence Matrix (GLCM) algorithm and the Extra Tree algorithm to choose the features of
the work, a set of features is extracted from the images. This set of features is then put into the
XGBoost algorithm to be classified.

3. Methodology

This study aims to develop and validate a model that can effectively and precisely detect
COVID-19 disease. This section describes the data set and feature selection, as well as the
technical and execution aspects of the model that was proposed.

3.1. Dataset

In most instances, using the right data set is crucial when assessing COVID-19 detection
systems. The following is a description of the two different datasets that were used to train the
categorization model:
The first dataset (moderate) consists of 400 chest X-rays with a confirmed COVID-19
infection and 400 chest X-rays that are not infected. Both image collections were obtained
from [24]. The images in the dataset are grayscale in PNG file format.

The large dataset consists of 5500 normal chest X-rays and 4044 confirmed cases of
COVID-19 infection derived from [25]. The images are grayscale in JPEG, JPG, and PNG
file formats.

3.2. Pre-Processing
During this stage of processing, the images are converted to grayscale, and their dimensions
are modified to be 300 x 300 pixels each.

3.3. Feature Extraction

GLCM (Gray-Level Co-occurrence Matrix) is a method used to extract second-degree
statistical characteristics from images. It involves analyzing the relationships between the
pixel values at different angles within the image. By examining these relationships, we can
obtain valuable information about the texture and patterns present in the image, which is
useful for various image analysis tasks such as feature extraction and classification.

P =1p(,jld,6)] (1)

The co-occurrence matrix is derived from an | image. At this stage, the co-occurrence
matrix is utilized to compare the (i) pixel frequency feature with the (j) neighbor pixel
frequency feature, taking the angle (6) direction and d length into consideration [26]. In this
paper, the angle [0] is measured, and GLCM is used to determine the dissimilarity,
correlation, homogeneity, contrast, energy, and angular second moment (ASM). The GLCM
approach generates (1*6) attributes [27].
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The dissimilarity feature in a gray-level co-occurrence matrix (GLCM) is a measure of the
difference between the gray-level values of a pixel and its neighbors. It reflects the variations
in gray-level intensity and provides information about the texture of an image. In
mathematical terms, the dissimilarity feature is defined as the sum of the absolute differences
between the gray-level values of the pixel and its neighbors. The dissimilarity formula is
expressed as follows:

Dissimilarity = Y,; ¥; |i — jIP(i,)) @)

The correlation feature in a gray-level co-occurrence matrix (GLCM) is a measure of the
relationship between the gray-level values of a pixel and its neighbors. It reflects the linear
relationship between the gray-level values of a pixel and its neighbors and provides
information about the texture of an image. The correlation formula is as follows:
(I—p)G—pj)PQ.J) 3)

O'iO'j

Correlation = %,; %

The energy feature in a gray-level co-occurrence matrix (GLCM) is a measure of the
texture homogeneity of an image. It reflects the uniformity of the gray-level values in an
image and provides information about the texture of the image. The energy formula is given
as follows:

Energy = ¥ P(i,j)? (4)

The homogeneity feature in a gray-level co-occurrence matrix (GLCM) is a measure of the
texture uniformity of an image. It reflects the uniformity of the gray-level values in an image
and provides information about the texture of the image. The homogeneity formula is given as
follows:

, 1 ..
Homogeneity = Zizij(l,]) (5)

The contrast feature in a gray-level co-occurrence matrix (GLCM) is a measure of the
difference between the gray-level values of a pixel and its neighboring pixels. It reflects the
variations in gray-level intensity and provides information about the texture of an image.

In mathematical terms, the contrast feature is defined as the sum of the squared differences
between the gray-level values of the pixel and its neighbors. The contrast formula is given as
follows:

Contrast = Y.(i — j)?P(i,)) (6)

The angular second moment (ASM) feature in a gray-level co-occurrence matrix (GLCM)
is a measure of the homogeneity of an image. It reflects the uniformity of the gray-level
values in an image and provides information about the texture of the image. The ASM
formula is given as follows:

ASM = P(i,})? (7
where i and j are the gray-level values of the pixel and its neighbor, respectively, and P(i,j) is
the joint probability of the pixel and its neighbor having the gray-level values i and j,
respectively [27].

3.4. Feature Selection

The primary purpose of feature selection is to focus on the most informative aspects of a
dataset that can be used to accurately predict a dependent variable [28]. To do this, Extra
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Trees builds numerous decision trees and uses an average feature importance score to identify
which features are more significant.

The extra trees are a useful ensemble learning technique for classification issues that may

be used for the task of selecting relevant features. It is superior to both classic decision trees
and random forests due to its focus on fixing the issues of overfitting in decision trees and the
random nature of feature selection in the latter [29].
Overfitting is prevented, and the variability of feature significance scores is minimized by
randomly picking subsets of features at each split throughout the tree-building process.
Finally, the average feature significance scores over all trees are used to get the final feature
importance scores, with the most essential features being those that regularly receive high
scores.

Algorithm 1 Extra Tree Feature Selection

Input:

- X: Training dataset features

- Y: Target variable

- n_trees: Number of trees to be used in the Extra Trees model

- m_features: Number of randomly selected features at each split

- scoring_metric: Scikit-learn metric to evaluate feature importance
Output: - Sorted list of feature importance

Begin
1. feature_importances «— an empty list
2. Foriin1ton_trees:
a. random_features «— select m_features features from X without replacement
b. model « an Extra Trees classifier with default parameters
c. model fit(X[:,random_features], y)
d. importance scores «— compute feature importance for each feature based on the chosen
scoring metric
e. Append importance_scores to feature_importances
3. mean_importances <— compute mean of feature importance across all trees
std_importances <— compute standard deviation of feature importance across all trees
feature_importances «— [(mean_importances[i], std_importances[i])
for i in range(X.shape[1])]
4. sorted features <« sort feature_importances in descending order based on
mean_importances
5. Return sorted_features
End

3.5. Machine Learning
3.5.1. k-NN (k-nearest neighbors’ algorithm)

KNN is a simple and effective classification algorithm that sorts items into groups based
on their proximity to a given object [30]. The implementation involves the following steps:
- Parameter: 'k’ represents the number of nearest neighbors to consider during classification. It
Is essential to choose an appropriate value for 'k’ to ensure accurate predictions.
- Distance Metric: The Euclidean distance is commonly used to measure the proximity
between data points in feature space.
- Classification: To classify a new data point, the algorithm finds the “k” closest data points
from the training set and assigns the class label based on the majority class among these
neighbors [31].
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Algorithm 2 pseudocode for the k-NN algorithm

Input: train data T, test data x, label data C, K
Output: class for test Cx

Begin
For each x do
Calculate distance between T and x: D (T, x) = /(T; — x1)% — (T, — x5)?

End for

Arrange the values in descending order
Select the top K value

Classify x

End

3.5.2. XGBoost

XGboost is a powerful gradient boosting algorithm known for its superior performance
and fast execution speed [30]. The implementation involves the following aspects:
- Parameters: XGboost offers a wide range of parameters to tune for optimal performance.
Some of the key parameters include the number of boosting rounds (n_estimators), maximum
tree depth (max_depth), learning rate (eta), and subsample ratio (subsample).
- Parallel Computation: XGboost employs parallel computation to build trees across all CPUs
during training, which significantly speeds up the process.
- Tree Pruning: Instead of traditional stopping criteria, XGboost uses the “max depth”
parameter for tree pruning, which contributes to improved model generalization [32].

Algorithm 3 pseudocode for XGBoost algorithm

Input:

- Training dataset {(x1, y1), (x2, y2), ..., (xn, yn)}
- Number of trees T

- Maximum depth of each tree d

Output:

- XGBoost model

Begin
1. Initialize the F_0(x) to be the mean of the training labels y.
2.FortinltoT:

a. Compute the negative gradient of the loss function w.r.t. F_{t-1}(x), denoted by r_{it} = -
[OL(yi, F_{t-1}(xi)) / OF {t-1}(xi)]

b. Fit a regression tree with maximum depth d to the negative gradients r_{it}, i.e., the tree
will minimize the objective function J =} (r_{it} - F_t(xi))"2

c. Compute the tree weights w_t by minimizing the objective function J = > (r {it} -w_t*
h_t(xi))"2

d. Update the prediction F_t(x) = F_{t-1}(x) +n * w_t * h_t(x), where 7 is the learning rate.
4. Return the final prediction F_T(x).
End

Table 1 provides the parameter values used in the two classification methods. During the
classification process using KNN, the algorithm considers the three nearest neighbors to the
data point being classified to make the decision. The XGBoost Classifier indicates that 80%
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of the available data is used for training the model, while the remaining 20% is used for
testing the model's performance. This division helps assess the model's ability to generalize to
new, unseen data.

Table 1: Parameter values for used methods

Methods Parameters Values
Training set:80%
Testing set: 20 %
KNN classifier Number of neighbors:3

XGboost classifier

3.6. Proposed System
The general structure of the proposed system and its function are divided into phases
corresponding to various work stages, as depicted in Figure 1.

|

Pre-processing

L

o Feature Extraction
Using GLCM
Feature Selection Training Dataset
Extra Trees 80%0
Testing Dataset Classification
20% KNN, XGboost

l l

Classification Performance

Performance evaluation (KNN, XGboost)

Figure 1: Proposed system structure
As shown in Figure 1, the proposed system consists of the following:

I. Pre-processing: this is the starting point for changing the size of the images and preparing
them for feature extraction.
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il. Feature extraction: refers to extracting features from images, which is considered the most
important step because it is used in the classification process.

iii.Feature selection: refers to selecting the best and most relevant feature to obtain a strong
classifier and reduce time and effort during the classification process.

3.7. Performance Evaluation

A confusion matrix is a table that is utilized in the process of assessing the effectiveness of
a classifier. It shows the number of accurate positive results, accurate negative results,
incorrect positive results, and false negative results that a classification algorithm produced.
The matrix offers a summary of the right and wrong predictions generated by the classifier,
and it is frequently utilized to evaluate the performance of the classifier in terms of accuracy,
recall, precision, and F1 score.

The confusion matrix is organized in such a manner that each column in the matrix
represents a predicted class, while each row represents an actual class. The entries in the
matrix reveal the number of occurrences from the actual class that were properly or wrongly
identified as belonging to a certain predicted class. This indicates how well or inaccurately the
matrix was able to predict the real class.

A true positive, sometimes abbreviated as TP, is an incident that was appropriately labeled
as positive. A true negative, sometimes abbreviated as TN, refers to an occurrence that was
appropriately labeled as negative. A situation in which a positive result was wrongly assigned
to it is referred to as a “false positive” (FP). A situation that was wrongly labeled as negative
is an example of a false negative, abbreviated as FN.

AcCc = —INATP) )
(TN+TP+FN+FP)
Precision = (2
TP+FP
Recall = (3)
TP+FN

F1 — Score = 2(Precision* Recall) (4)

Precision+ Recall

4. Results And Discussion

Both the small database with only 800 images and the big database with 9544 X-rays were
utilized in this study to determine whether or not a person was infected with COVID-19.
Python programming was used on the calculator to construct the model (an HP laptop with a
Core i5 processor and 4 GB of RAM to perform experiments). On each of the two datasets,
training and testing were performed on two distinct types of algorithms (k-NN and XGBoost),
with 20% for testing and 80% for training. Once the image size has been modified and the
images have been converted to grayscale, the GLCM technique is used to extract properties
from the images. Following that, a classification procedure was carried out on the data
without first extracting the relevant characteristics from the database to determine the degree
of accuracy before this stage, as demonstrated in Table 2.

The findings of the algorithms, together with an analysis of how accurately they classified

the two databases, are presented in Table 2. In comparison to the KNN algorithm, the
accuracy of XGBoost was significantly higher.
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Table 2: Results without feature selection

Algo. Precision Recall scFollze ACC TN TP FN FP
Small XGBoost 0.99 0.99 0.99 0.9937 88 71 1
data k-NN 0.98 0.97 0.97 0.975 74 82 1
Big data XGBoost 0.94 0.93 0.93 0.9041 233 710 55 45
k-NN 0.96 0.91 0.93 0.904 238 705 73 27

To evaluate how well the model can detect COVID-19 disease, the results were analyzed and
displayed using the confusion matrix that is depicted in Figure 2.

XGboost Confusion Matrix KNN Confusion Matrix

True Neg False Pos - 70

§ E True Neg False Pos
E 0 74 3
$ 0.0000% - $ 46.2500% 1.8750% e
w
> 50
v ~ 5
g 0 g
: 5
g - 40 = 40
<
L3 ¢ - 30
- False Neg True Pos o False Neg
5 - 1 >3- 1 82 E
8 0.6250% 20 8 0.6250% 51,2500% 20
-10 -10
' -0 |
Normal covid Normal Covid
Predicted Type | Predicted Traffic Type

Figure 2: Confusion matrix

The next step required to be taken in order to implement the described system is to choose
the qualities that would make the best classifiers. In the experiments that were conducted, the
Extra Trees algorithm was utilized, and the fifth attribute, ASM, was disregarded in both
databases that were utilized, as shown in Figure 3.

Extra Trees Feature selection

0.25
0.2
0.15
0.1
0.05
0 [
dissimilarity correlation  homogeneity contrast energy ASM
H Rank

Figure 3: Feature selection ranking
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After obtaining these results, the second experiment was conducted with feature selection
applied before running the classification algorithms (Table 3). The purpose of feature
selection is to choose the most relevant characteristics from the database, aiming to improve
classification performance.

The second approach with feature selection (Table 3) yielded slightly better results for
both XGBoost and k-NN algorithms on the big dataset compared to the first approach without
feature selection (Table 2). The results were similar for XGBoost on the small dataset, but k-
NN showed slightly better performance after feature selection.

Table 3: Results after feature selection

Algo. Precision Recall F1-score ACC TN TP FN | FP

Small XGBoost 0.99 0.99 0.99 0.9937 88 71 1 0
data k-NN 0.98 0.98 0.98 0.981 76 82 1 1
Big XGBoost 0.95 0.93 0.94 0.9104 233 | 710 55 45

data k-NN 0.95 0.93 0.94 0.9108 261 | 686 54 93

The outcomes of the suggested approach were also compared with those of earlier studies
that selected a fixed number of images (Table 4).

The comparison table highlights the performance of the proposed system in relation to
earlier studies using different feature extraction methods and algorithms. The proposed
approach shows impressive accuracy results, outperforming the previous methods on the
dataset containing 800 images and achieving an accuracy of 0.9937. This indicates the
superiority of the proposed system in image classification compared to the methods tested in
the previous studies.

Table 4: A comparison of the results

Researcher Feature extraction method Algo. No.image ACC

GLCM 0.934

HOG 0.885

[19] SVM 386

LBP 0.934

ResNet50 0.953

[21] Resnet50 SVM 380 0.947

[22] - SVM 1400 0.918

[23] multi-level thresholding SVM 40 0.974

proposed GLCM XGBoost 800 0.9937
approach
Conclusion

In the current investigation, X-rays were used in two different ways to identify and detect
the COVID-19 disease. The method that was developed relied on the characteristics that were
derived from images based on GLCM. After that, the extra trees were used to extract the
characteristics that were deemed to be the most important. The first method, which utilized
the XGBoost algorithm, fared better than the second method, which utilized the KNN
algorithm. The XGBoost method has an accuracy of 0.9937 for small data and 0.9104 for
large data. Future work will include increasing the number of images captured, trying to
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collect as many as possible, and developing the proposed system to be a real-time application

that can be used in e-medicine applications.
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