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Abstract  

     The exchange of data between customers and organizations has become a major 

target for hackers who seek to illegally access this data, compromising the three 

main components of security information: confidentiality, integrity, and availability 

(CIA). Structured query language injection (SQLI) is one of the most common 

forms of cyberattack. However, most of the previous research has only looked at 

SQLI attacks that target web-based applications. There hasn't been much time to sort 

the kind of SQLI payload that the client sent into the vast amounts of data needed to 

create machine learning models. Additionally, there hasn't been a study that looks at 

the risks of machine learning models making mistakes and how they affect the three 

information security principles. 

To address this gap, this research aims to create a model that serves as an 

intermediate protective interface that is a link between the customer's layers and the 

database server to improve security during communication from SQLI attacks. 

Additionally, it shortens the time required to identify the client's request type. 

Finally, study the impact of false predictions of machine learning algorithms on 

CIA. The proposed method is to train a model using a logistics regression technique 

(LR) with the Spark ML library that works to process big data containing SQL 

payloads (harmful and benign). 

Comparing our proposed model with previous studies, the results obtained show that 

the proposed model achieved outstanding results, with an accuracy ratio of 98.10%, 

a precision ratio of 98.13%, a call ratio of 98.10%, and an F1 index of 98.10%. The 

results also showed that the time needed to detect and prevent such attacks was only 

00.09 seconds. 

 

Keywords: SQLI, Logistic Regression, Big Data, Confidentiality, Integrity, and 

Availability.  
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  الخلاصة 
 نظرًا لحجم وسرعة تبادل البيانات بين العملاء والشركات، أصبحت هذه القناة هدفًا رئيسيًا للقراصنة الذين      

أحد أكثر أشكال الهجمات الإلكترونية شيوعًا. على  SQL (SQLI)يسعون لسرقة البيانات الحساسة. يعد حقن 
التي تستهدف التطبيقات  SQLI غالبية الدراسات السابقة بشكل أساسي على تحديد هجماتركزت هذا النحو، 

التي يرسلها العميل في البيانات  SQLI المستندة إلى الوب، مما ترك الوقت المطلوب لتصنيف نوع حمولة
لل مخاطر الضخمة والتي تعد ميزة أساسية عند بناء نماذج التعلم الآلي، فضلًا عن عدم وجود دراسة تح

 .التوقعات الخاطئة لنماذج التعلم الآلي وتأثيرها على المبادئ الثلاثة لأمن المعلومات
ولمعالجة هذه الفجوة، يهدف هذا البحث إلى إنشاء نموذج يعمل كواجهة حماية وسيطة تكون بمثابة حلقة 

بالإضافة  .SQLI هجمات وصل بين طبقات العميل وخادم قاعدة البيانات لتحسين الأمان أثناء الاتصال من
إلى ذلك، فهو يقلل من الوقت المستغرق لاكتشاف نوع الطلب المرسل من قبل العميل. وأخيراً دراسة تأثير 

تقنية  عمالالطريقة المقترحة هي تدريب نموذج باست .CIA التنبؤات الخاطئة لخوارزميات التعلم الآلي على
التي تعمل على معالجة البيانات الضخمة التي تحتوي على  Spark ML مع مكتبة (LR) الانحدار اللوجستي

 .الضارة والحميدة SQL حمولات
وبمقارنة نموذجنا المقترح مع الدراسات السابقة، أظهرت النتائج التي تم الحصول عليها أن النموذج المقترح 

%، 01.19صال %، ونسبة الات01.19%، ونسبة الدقة 01.19حقق نتائج متميزة، حيث بلغت نسبة الدقة 
 99.90. كما أظهرت النتائج أن الوقت اللازم لكشف ومنع مثل هذه الهجمات كان F1 98.10%ومؤشر 
 .ثانية فقط

 
1. Introduction 

     The rise of users accessing data through online apps has called for safety programs that can 

withstand assaults on database servers. Therefore, the three fundamental principles of 

information security—confidentiality, integrity, and availability—are essential when 

developing online applications [1]. 

 

     According to the categorization of the Open Web Application Security Projects (OWASP), 

SQL injection is one of the 10 most critical vulnerabilities in online applications and one of 

the most popular attacks against them. In this type of attack, the attacker alters the SQL query 

to retrieve data illicitly. Given the prevalence of SQLI attacks, developers of online 

applications must take special care to validate user input at every stage of the development 

process [2], [3], and [4]. 

 

     The prevalence of big data and how it is processed and managed have emerged as 

important issues. Businesses can more reliably manage, analyze, and protect huge amounts of 

data through machine learning and artificial intelligence technology [5], [6]. 

Given that a growing amount of information is being transferred and stored online, users are 

at risk of cyberattacks aiming to steal private information from businesses and individuals [7], 

[8]. 

 

     The confidentiality, integrity, and accessibility of private data held by businesses and 

individuals may be at risk due to inaccurate predictions from SQL payloads on big data. 

Accordingly, this research aims to: 

 Creating a model that acts as an intermediate protective interface represents a separation 

layer between the client layer and the database server layer. The purpose of this layer is to 

increase security and ensure the integrity of data during communication processes and 

interaction between systems from SQL injection attacks. 

 Interpret the effect of false predictions of machine learning models on the CIA. This study 

assesses the extent to which FP affects the confidentiality, integrity, and availability of data in 
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a timely manner, as well as the extent to which FN affects the availability of data in a timely 

manner. 

 Reduce the time taken to determine the type of load sent from client to server by employing 

a Spark library that reduces the time taken when handling a large dataset. 

This research presents a model to specify the type of requests sent by the client, whether they 

contain malicious or benign SQLI payloads. The model uses the Logistic Regression 

algorithm with the Spark ML library, which works as a model for separating the client and the 

database for the purpose of protecting data from direct access. However, the following are the 

contributions of our research: 

 Firstly, build a model that protects big data from unauthorized attacks using LR with the 

Spark ML library. This approach works as a middle layer between the user and the database. 

This layer analyzes payloads sent from the customer's layer to determine whether the payload 

is harmful or safe. 

 The second contribution is analyzing the predicted values by the proposed model, which 

assesses the extent to which inaccurate predictions affect the CIA of the data.  

 The third contribution is reducing the required time to determine the payload type using the 

Spark ML library. The optimal use of the Spark ML Library indicates that it operates in 

memory, which saves time when classifying loads. 

     In the following paragraphs, we will provide a summary of how this paper is organized. 

The second section of this research will present previous studies, while the third section will 

explain the theoretical part of this study. The fourth section explains the methodology of this 

work. The fifth and sixth sections will explain the results, discussions, and conclusions of this 

work. 

 

2. Related Work 

     Although there have been many previous studies on identifying and mitigating SQL 

injection attacks targeting web-based applications, it is worth noting that no research has yet 

been carried out that involves detecting and preventing such attacks in the big data 

environment, as well as analyzing the risks of mispredictions of machine learning models and 

their impact on the principles of data security. The majority of earlier studies did not mention 

how long it would take to classify the client's payload type. That is a key feature when 

building machine-learning models. This section will present the most of our research from 

previous studies. 

 

     This paper [9] looks at how to make a dataset with extracts from known attack patterns. 

The dataset will include SQL tokens and symbols that are present at injection points. To test 

how well the method worked, a web-based app was made to show how to use vector variables 

that contained dictionary word lists. This showed how to handle a lot of learning data. The 

provided dataset has undergone pre-processing, labeling, and feature hashing in preparation 

for supervised learning. The proposed solution involves deploying a trained classifier as a 

web service, which a custom dot-net application will utilize. This application will implement 

a web proxy API to intercept web requests and accurately predict SQL injection attacks, 

preventing malicious submissions from reaching the protected back-end database. This study 

presents a comprehensive demonstration of implementing a machine learning-based 

predictive analytics system and deploying the resulting web service. For accurate prediction 

and prevention of SQL injection attacks, the system is made. Its effectiveness is tested using 

Confusion Matrix (CM) and Receiver Operating Curve (ROC) analyses. 

On the other hand, O. Hubskyi et al. [10] present a study that built a neural network-based 

approach to detecting possible risks associated with SQL injection in HTTP requests. The 

approach determines whether a Uniform Resource Locator (URL) constitutes a malicious 

attack or a harmless action. Furthermore, a quantifiable metric for evaluating the efficacy of 
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SQL injection detection is presented. Using the previously mentioned approach, the neural 

network model will be fed with 12 neurons. A multilayer perceptron based on Rumelhart's 

methodology was utilized to synthesize a neural network model. You can precisely change the 

weight coefficients of the neurons in Rumelhart's multilayer perceptron, which is a specific 

form of the Rosenblatt perceptron, by using the error-reversing process. The distinctive 

feature of this phenomenon lies in its multilayered nature, typically comprising two or three 

strata. The Rosenblatt perceptron, a type of neural network, categorizes input vectors into 

binary classes of zero and one. The categorization of each input vector is determined by 

utilizing the purposeful array Y, which is a constituent of the training sequence and comprises 

two arrays. The synthesized model has achieved 95% accuracy upon training on the input 

data. 

 

     Furthermore, Kranthikumar and Velusamy [11] focus on the study of comparative research 

pertaining to the detection of SQL injection. The Support Vector Machine (SVM), Naive 

Bayes, the Gradient Boosting technique, and the Regular Expression (REGEX) class are four 

machine learning techniques developed and evaluated. The classification of SQL input, 

whether from the original query or the applied query, can be achieved by using a classifier 

known as REGEX. This classifier employs regular expressions as its primary instrument. The 

procedures were evaluated using a composite dataset comprising 20,474 SQL injection 

queries. The test results show that the REGEX method needed 3.98 seconds of computing 

time to find an SQL injection attack when the pattern scanning method was used. REGEX 

exhibits a high level of performance, boasting an accuracy rate of 97%. 

 

     Finally, N. Gandhi et al. [12] showed that a CNN-BiLSTM-based model can find SQL 

injection by using convolutional layers to get query information. The BiLSTM architecture 

facilitates the acquisition of extended temporal relationships by sequentially analyzing data in 

both forward and backward directions. Convolutional neural networks are utilized to conduct 

the initial feature extraction. To get features out of an embedding matrix, you need to use a 

single-dimensional convolutional layer with filters that have kernel sizes of 128, 256, or 512. 

These kernel sizes are 3, 4, and 5, respectively. The Bidirectional Long-Term Memory (Bi-

LSTM) model can process data in both forward and backward directions, enabling more 

detailed analyses. In the end, the input passes through two fully interconnected layers before 

reaching a SoftMax layer, which analyzes it to ascertain whether the query is malicious or 

benign. The CNN-BiLSTM model that was suggested exhibited a notable accuracy rate of 

98% and outperformed alternative machine learning algorithms. Table I shows a summary of 

the previous studies and the problems related to this study. 

 

TABLE I.  :A SUMMARY OF PREVIOUS STUDIES 
Ref Model Accuracy Problem Definition 

[9] SVM 98.6 

 This research uses the synthetic minority over-sampling 

technique to create a balance in the data set used in this 

study that increases the accuracy of the model as well as 

ensures that the data set is not matched to the truth. Did 

not mention the time taken to detect the type of load sent 

by the customer. The impact of this model's false 

predictions on the CIA of the data was not mentioned. 

[10] 
Neural Network of Direct Signal 

Propagation 
95 

The problem with this study does not mention the time it 

takes to determine the type of payload the user is sending, 

and whether it contains benign or malicious payloads. 

Moreover, the effect of incorrect predictions on the 

performance of this model was not mentioned 

[11] 

Support Vector Machine 

Gradient boosting 

Naive Bayes classifier 

REGEX classifier 

94.92 

94.27 

70.79 

97.48 

The consuming time to verify the load type is 3.98 

seconds, which affects the response speed of sending a 

request. 
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[12] CNN-BiLSTM 98 

 The time it takes to verify the load type is 45 

seconds, which affects the response speed of sending a 

request. 

 The impact of this model's false forecasts on the 

confidentiality, integrity and availability of data was not 

mentioned. 

    

 

 

3. Theoretical Framework and Background 

     This section will discuss the basic concepts related to this study. The main focus will be on 

the basic principles of information security, methods of data processing, the theoretical aspect 

of the model proposed in this study, and the addition of evaluation methods. 

 

3.1 Principal Information Security 

     The principles of information security discussed here are among the most crucial aspects 

of shielding online applications and preserving their data’s confidentiality, availability, and 

integrity. 

     The security of web applications is assessed on the basis of the three safety standards of 

confidentiality, integrity, and availability. Regardless of the kind of system being developed, 

these principles outline the fundamental requirements for developing web applications. 

Consequently, predictive outcomes will be evaluated using the following three principles [7]. 

Confidentiality is a means of protecting sensitive information and data against unauthorized 

access by unidentified people. Consequently, some individuals may seek unauthorized access 

to the data and information of organizations and individuals, exposing them to substantial 

financial losses and violating their confidentiality. 

Integrity is the process of guaranteeing data accuracy. Unauthorized parties should be 

prevented from modifying the data. Web-based services are highly susceptible to malware 

attempts that compromise the data’s integrity when accessed via the Internet. Information 

must preserve its consistency, precision, and dependability throughout its lifecycle. 

Availability is the third-most essential aspect of the security of information. This standard 

pertains to conveying time-sensitive data to individuals via web-based applications. A lack of 

data for businesses and clients can result in enormous and calamitous losses [13], [14]. 

 

3.3 Data Pre-Processing 

Data preparation aims to reduce the quantity of data, establish associations among the data, 

standardize the data, remove noise and duplicate values, and fill in missing values [15]. 

Retrieving numbers from text and turning them into class features is a popular application of 

the CountVectorizer method. Only frequently occurring terms in the training material are 

taken into consideration. By employing a matrix fit transform, “CountVectorizer” is able to 

produce a term frequency matrix from which individual word frequencies can be determined 

[16] [17]. Figure 1 represents a description of the data pre-processing process. 
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 In this study, the countvectorize method was used to convert the text data set into digital data. 

This method enters the data set and applies a series of procedures, as shown below: 

 Convert text to a word list using the CountVectorizer. 

 Remove redundant phrases. 

 Remove everything except the most frequently used words. 

 Remove all stop words. 

 Change all vocabulary to lowercase. 

 Create an ascending list of all the words. 

 A value of 1 indicates the presence of the term in the text, and a value of 0 indicates its 

absence. 

 Repeat 1–7 to convert the text dataset to a digital form. 

 

Start 

Applied Countvectorize 

Input Dataset 

Remove: 

1. The Most Frequent Words 

2. Less Frequent Words 

3. Stop Words 

List of word  

Convert All Vocabulary to Lowercase Letters 

Create an Ascending List 

Word is 

existing? 

Yes 

Put 1 in New Dataset   Put 0 in New Dataset 

No  

Complete all 

instance  

New Dataset  

Yes 

The Dataset is Complete 

No 

Figure 1: pre-processing 
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3.4 Training Testing  

     In the present research, the holdout strategy is used to divide the data set into a set for 

training representing 80% of the data and a test set representing 20%. 

 

3.5 Prediction Model  

     The present research uses supervised ML. This approach divides queries into two types (0 

and 1), namely, benign and hazardous. This strategy aims to develop a classification that 

identifies the relationship between independent and dependent variables. 

 

     The linear regression procedure in the below equation determines how the logistic 

regression approach works (1). 

    ( )   
  .                                           )1(    

Equation (1) is ineffective when coping with binary data. Consequently, equation (2) is 

utilized to predict whether the submitted query contains a malicious payload (the likelihood 1) 

or a safe payload (the likelihood 0). 

 (     )     ( )  
 

     (    )
  (   ), 

 (     )      (     )      ( ).        )2) 

Equation (3), which refers to the sigmoid function, can retain the value of     within [0, 1]. 

Then, we look for a number such that  (     )     ( ), i.e.,  (     ), is big when i 

belongs to the 0 class and small when i belongs to the 1 class. 

 ( )  
 

(     )
.                                      (3)  [19],[20] 

 

3.6 Performance Evaluation of Prediction Model 

    In the last stage of constructing prediction models, the model is evaluated using a variety of 

indicators, including accuracy, time, precision, and recall, to determine the results. 

 

     These scales are generated using a confusion array with multiple values. As shown in 

Table II, the confusion matrix, which contains elements (FP, FN, TN and TP), represents the 

outcomes of a classifier applied to multiple scales. 

 

TABLE: CONFUSION MATRIX   

 
Predict class 

Class X Class Y 

True class 
Class X TN FP 

Class Y FN TP 

 

True positive (TP): the percentage of cases that are accurately identified by the prediction 

model as containing dangerous payloads. 

False negatives (FN): are negative results that the approach expected accurately. 

False positives (FP): are positive results that the approach expected inaccurately.   

True negative (TN): indicates how many instances a prediction model correctly identifies a 

case as having a benign payload [21],  [22], [23]   

The formulas below represent the metrics used to assess the model and learn about its 

performance efficiency. 

Accuracy refers to the sum of all correct forecasts, whether positive or negative. The formula 

is as follows:  
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                                       (     )

                        (           )
    .             (4) 

 

Precision indicates the TP to sum TP and FP. The mathematical equation is defined as 

follows: 
 

           
                     (   )

                                    (     ) 
    .                    (5)  

 

Recall indicates the ratio of TP to the sum of TP and FN. The mathematical equation is 

defined as follows: 
 

        
                     (   )

                                     (     )
    .                           (6) 

 

The F1-score is the proportional mean of precision and recall. The mathematical expression is 

as follows: 

            
                

                
    .                                                     (7)   

 

4. Methodology  

4.1 SQLI Datasets 

     The model in this work uses a dataset that contains 85,974 samples, divided into two sets 

based on sample type. The first set used 80% of the dataset for a training phase. while the 

second set uses 20% of the dataset to test and evaluate the model. The dataset used in this 

study is summarized in the table below. 

 

TABLE II.  DATASET SUMMARY 

Dataset Name Number of cases Learning step Testing step 

SQLI 45958 68604 17370 

      

The dataset used in this paper was collected from the Kaggle website [24], where the original 

data contained 109,518 samples, including both malicious and benign payloads. The data set 

used in this work is illustrated in the following figure: 
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Figure 2:  Dataset Before Pre-Processing 

 

4.2 Framework  

     The model framework that is built to detect and prevent SQL injection attacks consists of 

three layers. The first layer represents the data transmission, which represents the client layer 

through which requests are sent to the database server. The hidden layer represents the 

protection layer, which contains the logistic regression framework using Spark ML, which 

deals with big data, for client-side request classification. The third level is the database server 

layer, which stores data for organizations and individuals. 

When the client sends the request, the intermediate layer (the protection layer) receives it and 

examines it to see if the payload is malicious or benign. If the payload is determined to be 

dangerous, the model will stop it from moving on to the third layer and store it in the dataset 

instead. When the number of harmful payloads provided surpasses 1,000, the model is 

retrained. The goal of preserving these payloads is to improve the training of the model on 

new samples that were not previously present in the basic dataset. 

The proposed approach to identifying and preventing attacks on large data sets is depicted in 

the figure below: 
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Figure 3: The Proposed System to Classify Submitted Queries 

 

5. Result and Discussion 
     The proposed approach examines the results of the values (FP and FN) that are obtained 

when applying machine learning models and then analyzes the impact of these values on the 

performance of these models. In this section, we present details of the impact of incorrect 

predictions on the CIA. In addition to the physical and software requirements used in this 

Separate the dataset 
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Dataset using 

CountVectorizer 
Merge Conditional 

and Label Class 

Separate the dataset 

Training Group   Testing Group   

Using Logistic Regression with 

Spark ML library to Classify Query 

Predication Model 
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Input User 

Client layer  

Is attack? 
No   Yes 
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Protected Layer  

Import Dataset 

Decision Attributes Conditional Attributes 

start 

Dataset After pre-processing   

start 
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study, as well as the results obtained when implementing the logistic regression model, 

compare the results of previous studies with the current study. 

 

5.1 Requirements  

The basic requirements used in this work will be explained in Tables IV and V.  

 

TABLE III.  SOFTWARE REQUIREMENT 

Software Requirement 

System type 48 - bit OS , x64-based processor 

Programming Language The programming language Python (utilizing Spyder within Anaconda3). 

 

TABLE IV.  HARDWARE REQUIREMENT 

tHardware Requiremen 

Processor Intel(R) Core (TM) i7-5500U CPU @ 2.40GHz   2.40 GHz 

Installed RAM 8GB 

Hard disk 500 GB. 

 

5.2 Logistic Regression Model Results 

     The results are shown in the table below that were obtained after applying this model to a 

dataset containing 85,974 payloads, which were separated into two parts. The first part 

includes 45,051 safe loads, while the other part contains 40,923 harmful loads. The rejection 

method was used to divide the data, with 80% of the group selected for training, leaving the 

remaining percentage for testing and evaluation. However, the following tables show the 

results of our work, where table VI shows the accuracy, precision, recall, and F1 score of the 

proposed model. Table VII represents the number of correct and incorrect predictions. Table 

VIII presents the time taken during the training and testing phases. 

 

TABLE V.  RESULT OF THE PREDICTION MODEL 

Name of Parameter Value 

Accuracy 98.10 

Precision 98.13 

Recall 98.10 

F1 score 98.10 

 

TABLE VI.  CORRECT AND INCORRECT PREDICTIONS 

Name of Parameter Value 

True positive 8135 case 

False positive 260 case 

True negative 8657 case 

False negative 64 case 

 

TABLE VII.  TIME  CONSUMING  

Name of Parameter Value 

Time Training set 30.05s 

Time Testing set 00.09s 
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5.3 Effect of Incorrect Predictions 

     False positive prediction (FP) shows that the proposed approach fails to meet the three 

safety requirements, as the method incorrectly predicts that the carried payload is harmless 

when it is dangerous. As a result, the web application receives a fraudulent request, providing 

the attacker with unauthorized access to the data and compromising the confidentiality, 

integrity, and availability of the data. 

 

      A false negative prediction (FN) indicates that the system violated one of the three safety 

standards because the model incorrectly predicted that the transported payload was hazardous 

when in fact it was harmless. Thus, it hinders the web application from making a benign 

request, thus preventing the actual user from receiving the data and resulting in a loss of 

availability. 

 

5.4 Comparison with Previous Studies 

     The following table describes the comparison between the results of previous studies and 

our approach. 

 

TABLE VIII.  COMPARISON BETWEEN CURRENT AND PREVIOUS STUDIES 

Ref Model Accuracy Size of Dataset 

[8] SVM 98.6 181303 

[9] Neural Network of Direct Signal Propagation 95 30,233 

[11] 

Support Vector Machine 

Naive Bayes classifier 

Gradient boosting 

REGEX classifier 

94.92 

70.79 

94.27 

97.48 

20474 

 

[14] CNN-BiLSTM 98 4,200 

 Our model 98.10 459958 

 

6. Conclusions 

    This study explains how to build a supervised logistic regression model to detect and 

prevent SQL injection attacks. The model has obtained an accuracy of 98.10 results, while the 

time taken to detect these attacks is 00.09 seconds as a result of using the Spark ML library. 

However, the Spark ML performs memory operations in a distributed manner. Thus, the use 

of this library reduces the time required to detect and prevent data attacks and improves the 

accuracy of the approach in classifying the sent payloads. When ML models are used, they 

generate a set of values. Each value affects the model’s effectiveness regarding 

confidentiality, integrity, and data availability. From these values, the results are as follows: 

False positive values impact the three information security principles of the CIA because the 

approach classifies requests sent with malicious payloads as benign payloads. Thus, 

unauthorized users are able to access and violate the fundamental principles of information 

security, as false positives result in significant losses for institutions and individuals. Thus, 

authorized institutions and individuals lose access to their data. 

 

     The false negative occurs when a model incorrectly identifies a benign payload as harmful, 

thus blocking access to the data even for authorized users. As a result, authorized users lose 

access to their data. 

For the real advantages and disadvantages, it does not affect the availability of data to users 

because the model classifies the payloads sent correctly. 

Therefore, while developing a predictive model with ML approaches, deep learning, or any 

other technology, the number of false positives and negatives that can slow down web apps 

and prevent legitimate users from accessing crucial data for their business must be reduced. 
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However, the proposed model can classify one type of attack, which is only an SQL injection 

attack. Future work is needed to classify more than one type of attack, such as scripting 

attacks across sites or DDOS attacks, using a deep learning algorithm. 
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