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Abstract:  

   In this paper, the nonclassical approach to dynamic programming for the optimal 

control problem via strongly continuous semigroup has been presented. The dual 

value function VD ( .,. ) of the problem is defined and characterized. We find that it 

satisfied the dual dynamic programming principle and dual Hamilton Jacobi –

Bellman equation. Also, some properties of VD (. , .) have been studied, such as, 

various kinds of continuities and boundedness, these properties used to give a 

sufficient condition for optimality. A suitable verification theorem to find a dual 

optimal feedback control has been proved. Finally gives an example which 

illustrates the value of the theorem which deals with the sufficient condition for 

optimality.  
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 نظرية شبة الزمرة للبرمجة الديناميكية المواجهة
 
 ديانا صالح مهدي ، نصيف جاسم إبراهيم

 العراق  ،بغداد ،الجامعة المستنصرية ،كلية العلوم ،قسم الرياضيات 
  :الخلاصة

برمجيية الديناميكييية لمسييسلة السيييلر  المطلييب بواسييلة  ييبة ال ميير  لل غييير تيليييد  اسييلو  تييم تيييديم ،البحيي فييه ايي ا   
له ه المسسلة مع  كير صصاصصيها، حيي  وجيدنا بيا  اي ه  (. , .)VDحي  عرفت دالة الييمة المواجهة  .المستمر  بيو 

كي ل  تيم دراسية بعيخ الصيوا  . بلميا –الدالة تحيق مبدأ البرمجة الديناميكية المواجهية ومعادلية اياملتو   جياكوبه 
نية  لدالة الييمة المواجهة أمطال أنواع متنوعة م  الاستمرارية والحدوديية ومي  طيم اسيتصدام اي ه الصيوا  اطبيات المبرا

ايضييا تييم تطبييات نحرييية تحييييق مناسييبة ايجيياد مسيييلر تغ ييية  اسييترجاعية . التييه تتعامييل مييع ال ييرل الكييافه ل مطلييية
   .وأصيرا  تم تعلاء مطال يوضح قيمة النحرية الته تتعامل مع ال رل الكافه ل مطلية .مطلب مواجهة

 

Introduction: 

   The theory of semigroup of linear operators lends a convenient setting and offers many advantages 

for applications. Control theory in infinite dimensional spaces is a relatively new field and started 

blooming only after well –developed semigroup theory was at hand [1,2]. Many scientific, engineering 

and economics problems can be modeled by partial differential equations, integral equations can be 

described as differential equations or differential inclusion [2,3]. 

   A basic topic in optimal control is the analysis and applications of a specific value function, namely,  

the minimum cost in an optimal control problem  as  a function of the starting time and state (fixed 

initial point). Dynamic programming (briefly DP)is a branch of optimal control theory that deals with 

such a value function, i.e., whenever this value function is a Lipschitz solution for the partial 
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differential equation of DP, known as the Hamilton –Jacobi –Bellman (briefly, HJB) equation, then it 

satisfies the sufficient conditions for optimality [2,4-9]. 

   The problem to be investigated in this paper is the following optimal control problem. We will 

consider the following state equation: 

                                                    )(tz = A z(t) + f (t, z(t), u(t)),  t  [0, T] 

                                                     z(0) = x,                                                                                          (1.1) 

where A : D(A)  X  X  is the generator of some strongly continuous semigroup of  linear bounded 

operators (briefly, Co semigroup) {
0  

}
t

At
e on a separable Hilbert space X, with X

*
= X,  * denoted 

the dual, where f :[0, T]  X  U  X is  a given map with U a metric space in which the control u(t) 

take values.  

Thus, for any initial state x  X and control u(.)  U[0, T]  { u : [0, T]U u(.) measurable }, the 

corresponding trajectory z(.) is the mild solution of (1.1) given by [10]: 

                             z(t) = xe At  + , ) )( ),( , ()(

0

dssuszsfe stA
    t


  t  [0, T ].                               (1.2) 

We will assume that  f  is Lipschitz continuous in  z, uniformly in (t, u)  [0,T]  U.  Thus, the (mild) 

solution to (1.1) is uniquely determined by the initial state and the control [10]. 

Our cost functional is given by the following  

                                 ),((     ) )( ),( , ((.))(
     

0

TzhdttutztfuJ o
T

                                                 (1.3) 

where of :  UX,T]0[ ℝ  and Xh : ℝ are given functions. And the optimal  

control problem is stated as follows: 

Problem (C). Find   (.) u U[0,T], such that 

                                              ). (.) (inf) (.) (
],0[(.)

uJuJ
Tu U

                                                    (1.4) 

Now, let us describe the DP method. Instead of considering Problem (C) with (1.2) and (1.3), we 

consider the following family of optimal control problems: 

For any given (t,x)  [0, T]  X, let us consider the following state equation  

                       )(, sz xt xe tsA )(    , ) )( ),( , ( ,
)( drrurzrfe xt

rsA
      s

t


 ],[ Tts ,                   (1.5) 

with u(.)  U[0,T] and the cost functional  

                       (.))(, uxtJ   
        

  

 ) )( ),(, , (
T

t

drrurxtzrof   ) )(, ( Txtzh .                             (1.6)   

Here, the subscripts t  and x are used to emphasize the dependence of  the trajectory and the cost 

functional on the initial condition (t, x).  Next, we define the function V : [0,T]  X  ℝ by the 

following : 

 

                               )  , ( xtV ) (.) (inf
,

],[(.)

uJ
xt

Ttu U
,    )( )  , ( xhxTV  .                                 (1.7) 

The function V  is called the valued function of  Problem (C). 

   In [2, Chapter 6] the author devoted to the study of another important approach to optimal control 

problem, he introduced the DP method for problem (1.1). For problem (1.1), but when f (., ., .)  Bu(.) 

where the control operator B is linear and unbounded, Faggian [11, 12], applied the DP to show that 

the value function of the problem is a solution of an integral version of the HJB equation. Also 

Faggian [13] applied DP to show that the value function of economic problem is the unique strong 

solution of the associated HJB equation. The classical and dual DP for finite dimensional optimal 

control problem of Bolza have been introduced in [6, 14], if we used the dual DP [14] we need not 

require that the value function  is differentiable, which is essential in the classical method [6]. In [4] 
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the authors applied the dual DP to prove that, the existence of a maximum solution to HJ equation for 

the Lagrange problem. Also, the existence of a minimum solution to the dual partial differential 

equation of DP for optimal control problems of Bolza and Lagrange have been proved by using dual 

DP in[5]. 

   From all the above one can find a reasonable justification to accomplish the study of this paper. 

Thus, the aim of this paper is to describe the nonclassical approach to DP via semigroup theory for 

optimal control Problem (C). The dual value function of this problem is defined, and we show that 

this function satisfied the dual DP principle and dual HJB equation. Another properties of dual value 

function have been studied, these properties used to give a sufficient condition for optimality. Also a 

verification theorem to find an optimal state feedback control via dual value function have been 

proved. 

   The method used in this paper is completely in the spirit of DP technique, although it is quite new in 

the study of the value function. 

Definitions and Theorems: 

     Before proceeding to main results, we shall set in this section some definitions and theorems that 

will be used in our subsequent discussion. 

Definition 2.1 [2]: Let X be a normed space. Then the set of all bounded linear functionals (or linear 

continuous functional) on X constitutes a normed space with norm defined by  

): )(sup(  ) , : )(  (sup    1,0   xx fXxxxff Xxx  

Theorem 2.1[15]: Suppose that the first partial derivatives of  f (x, y) are defined throughout an open 

region R  containing the point (
0

,0 yx ) and that   fx and  fy are continuous at  (
00

, yx ). Then the 

change 

),()   ,  (   
0000

yxfyyxxfz  ,  in the value of  f  that results from moving from (
00

, yx

) to another point )   ,  (
00

yyxx  in R satisfies an equation of the form 

                                     ,        ),(   ),(     
210000

yxyyxyfxyxxfz    

In which each of  .0  , both  as  0
21

 ,  yx  

Corollary 2.1 [9]: If 0  m(t )   D + drrmC
t

s

 )( 
    

  for s   t   T  where C, D are nonnegative 

constants. Then:                        m(t )  
)( 

 
stc

eD


 ,  s  t  T.                                                     (2.1) 

Inequality (2.1) is called Gronwell's inequality. 

Definition 2.2 [10]: Let X be a Banach space. A one parameter family ),(tT 0  t < , of bounded 

linear operators from X into X is a semigroup of bounded linear operators on X if  

i. T
 
(0) = I, ( I is the identity operator on X ), 

ii. T (t +s) = )(tT + T (s) for every t, s  0 (the semigroup property). 

 A semigroup of bounded linear operators, ),(tT  t  0 is uniformly continuous if  

                                      ,0 )(  lim
0






ItT
t

                                                                   (2.2) 

Definition 2.3 [10]: A semigroup ),(tT  0  t < , of bounded linear operators on X is a strongly 

continuous semigroup of bounded linear operators if  

                                 .every    for        )( lim
0

XxxxtT
t






                                                       (2.3) 

A strongly continuous semigroup of bounded linear operators on X  will be called a semigroup of class 

Co or simply a Co semigroup. 

Definition 2.4 [1]: The infinitesimal generator A of a Co- semigroup on a Hilbert space X is defined 

by  

                                            zItT
t

zA
t

 ) )( ( 
1

lim   
0






                                                                 (2.4) 
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   Whenever the limit exists, the domain of  A,  D(A), being the set of elements in X for which the limit 

exists. 

Corollary 2.2 [10]: Let )(tT  be a uniformly continuous semigroup of bounded linear operators.  Then  

(a) There exists a constant   0 s.t .   )( ωtetT   (b) There exists a unique bounded linear operator  

A s.t .)( AtetT   (c) The operator A in (b) is the infinitesimal generator of )(tT . (d) t  )(tT  is 

differentiable in norm and    . )(   )(  )( AtTtTAdttTd    

Example 2.1 [1]: Let X  be a separable Hilbert space, the mapping given by  

,   ,  )(

1
nn

xextT
t

n

n









 

is a Co semigroup on X, where { 
n

 , n  1} be an orthonormal basis in X,  and{n, n  1}  be a 

sequence of complex numbers with sup Re{n} < .  

The infinitesimal generator is ,  ,   
1






x λA x
nnn

n

  with the domain 

}.    ,   : {)(
2 

1






xλ xAD
nn

n

  

Example 2.2[2]: Let A  ℝnn
 be an (n n)- matrix. Then ,0  ),!()(

0






tktAetT kk

k

At  is a 

Co semigroup on  X = ℝn
.  It is well known that Ate  is the fundamental matrix of the (homogeneous) 

ordinary differential equation: ).(  )( tzAtz   

Definition 2.5 [2]: Let  X  be a Banach space. Suppose  : X  ℝ and  x0  X. We define  

                   D
+ (x0) = { y  X

 *
 

0

lim
xx

0
,)()(

0

00






xx

xxyxx 
}. 

We call D
+ (x0) the superdifferential of  at x0. 

Properties of the value function: 

   Let us take the problem (1.1) in section 1, the goal of this section is to characterize the value 

function V(., .) in (1.7). The first result is the following theorem, which is called the DP principle. 

Theorem 3.1 [2]: Let ),( xt .],0[ XT   Then, for any ],[ Tts , 

           ),( xtV  .} ))(
,

 , (  ))( ),(
,

 , ({inf
s   

],[(.)

s
xt

zsVdrrur
xt

zrof

tstu


U

 

   The next goal is to derive the so-called HJB equation for the value function V. 

Proposition 3.1 [2]: Let the value function V  be ).   ],0[ (1 XTC   Let the functions f, of  and h be 

continuous. Then V satisfies the following HJB equation: 

                 0) , , (    ,   xVxtHxAxVtV ,  ),(  ],0[   ),( ADTxt   

               ),(  xh
Tt

V 


         , Xx  

  Where   {inf)  , , (
Uu

qxtH


   ) , , ( , uxtfq } )  , , ( uxtf o , (t, x, q)  [0, T]  X  X. 

For more details about properties of the value function one can refer to [2,7,11,12,13]. 

Semigroups for dual dynamic programming: 

   In this section we suggest the nonclassical approach to DP for the control problem (1.1) via 

semigroup theory, the domain of exploration was carried out from the (t, x)-space to the space of 

multipliers ((t,y
0
,y)-space). We will define the dual value function for the problem (1.1), and study 

some properties of this function such as, the dual value function is a solution to the dual Hamilton –
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Jacobi –Bellman (DHJB) equation, which is essential in study the optimality. Finally, a suitable 

verification theorem is proved. 

The Dual Value Function: 

   Let us take the optimal control problem as introduced in section 1. And we define an admissible pair 

for these problem as follows. 

Definition 4.1: For the problem (1.1), any pair (z(.),u(.))  C([0,T]; X )  U[0,T] satisfying (1.2) is 

called an admissible pair.  

  Now, let K  ℝ  X denoted a set covered by the graphs of all admissible trajectories for the 

problem (1.1).  And let P  ℝ2
  X  be a set of variables )  , () ,, ( 0 ptyyt  , ],0[   Tt , with 

00 y  and nonempty interior. Take a function ),( ptz  defined on P such that ,  )) , (  , ( Kptzt 

Ppt   ) , (  , we assume that it is measurable, locally bounded and that for each admissible  trajectory 

)( tz  lying in K, there exists an absolutely continuous function ) )(  , ()( 0 tyytp   lying in P  such 

that  ) )(  , (   )( tptztz  , and if all trajectories )( tz  start at the same ),(
00

xt , then all the 

corresponding )( tp  have the same first coordinate 0y . 

     Thus, we can define the real value function )  , ( ptDV  in a set P  ℝ  X of the dual space

)  , () ,, ( 0 ptyyt  , 00 y  as follows: 

         ) , ( ptDV  = } ) )(,(  ) )( ),(,  ( { inf  , 00
     

Txtzhydrrurxtzrofy
T

t

  

                            = }, ) (.) (, { inf 0 uxtJy                                                                                (4.1)  

where the infimum above taken over admissible pairs )( ),(  uz , ],[ Tt , whose trajectories 

start at ) ),(  , ( ptzt , and 

       ),( pTDV   = ) )0( ),0(z (    0 pt ,xhy  = )(  0 xhy . 

The function DV  is called the dual value function of  the Problem (C) which is discussed in section 1. 

Remark 4.1 : Let ),( ptDV  be as in (4.1) but with K and ),( ptz  defined above.  Then we see that  

                ),( ptDV = )),,(  , ( 0 ptztVy   ,)  , ( Ppt  00 y . 

Following, we get a modification of Th. 3.1, and Prop. 3.1.  Thus, the goal of this section is to 

characterize the dual value function. Our first result is the following theorem, which is called the dual 

DP principle. 

Theorem 4.1 : Let ,   ) , ( ), )  (  , (    )  ( Ppttptztz  where ) ) , (  , ( ptzt K = [0,T]  X.  Then for any 

],[ Tts ,  

                  ),( ptDV =  } ) )(, , (   ) )( ),(,, ( { inf
     

0 sxtzsDVdrrurxtzrfy o
T

t

 ,               (4.2) 

   Where the infimum above is taken over admissible pairs ),( z )( u , ],[ Tt , whose trajectories 

start at ) ),(  , ( ptzt . 

   Before proving the above theorem, let us first make some observations on (4.2). Suppose (4.2) holds 

and for a given Kptzt ) ),(  , ( , there exists an optimal control (.)u , and (.), xtz = 

(.))(.,
)0(,0(,

pz
pzt

 is the corresponding optimal trajectory. Then 

) ),(, (  ) )( ),,(, , (  ),(  00
      

pTxtzhydrruprxtzrfyptDV o
T

t

  
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)),(
,

(  ) )( ),,(
,

 ,( ) )(  ),,(
,

 ,( 00
      

0 pT
xs

zhydrrupr
xs

zrfydrrupr
xt

zrfy o
T

s

o
s

t



(.)) ()( , ) )(  ),, (, , (
],[,

    
00

Tsxt

o
s

t

uszsJydrruprxtzrfy        

) ) , (, , ( ) )( ), , (, , (   
   

0 psxtzsDVdrruprxtzrfy o
s

t

                                                    (4.3) 

 } ) ) , (, , (   ) )( ), , (, , ( { inf  
    

0 psxtzsDVdrruprxtzrfy o
s

t

  = VD (t, p)   

   Where the infimum above is taken over admissible pairs ),(z )(u , ],[ Tt , whose trajectories 

start at ). ),(  , ( ptzt   

Therefore, the equalities in the middle of (4.3) hold.  This implies that  

                                 ). ) , (
,

 , (  (.))
],[

  (
)(

,
,

0 ps
xt

zs
D

V
Ts

u
s

xt
zs

Jy   

In other word, (.)
],[ Ts

u is an optimal control of the problem starting from ))( ,(
,

szs
xt

 =

) ))( , (, , ( spsxtzs  with the optimal trajectory  (.), ],[ Tsxtz  (.)(.)) (.,, ],[ Ts
pxtz .  This 

says that     

Globally optimal → locally optimal, 

   Which is the essence of the DP method. 

      Now, let us given a proof of Theorem 4.1 

Proof of Theorem 4.1. First of all, for any ],[     (.) Tsu U  and any ],[     (.) stu U , by putting 

Theorem concatenatively, we obtain   (.) u  ],[ TtU . Thus by definition of the dual value function 

we get that  

) )  , (, (    ) )( ),  , (, , (   ),( 00
   

pTxtzhydrruprxtzrfyptDV o
T

t

  

)),(,(  ))( ),,(, ,( ))( ), ,(, ,(   000
      

pTxszhydrruprxtzrfydrruprxtzrfy o
T

o
s

t
s



), (.)  (),(, ,     ) )(  ), , (, , ( 00
   

upsxtzsJydrruprxtzrfy o
s

t

  

by taking the infimum over admissible pairs z(τ), u(τ), τ  [s, T], whose  trajectories start at 

,  ) ) , (  , ( Kpszs   we obtain  

       ). )  , (, , (   ) )(  ),  , (, , (
    

    ),( 0 psxtzsDVdrruprxtzrf
s

yptDV o

t
  

Consequently,  

                 ),,(     )  , ( xstptDV  The right –hand side of (4.2). 

 Next, for any ε > 0, there exists a ],[     (.) Ttu U , such that  
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).  , , (   ) )  , (, , (  ) )( ), , (, , (   

) (.) ( )(, ,   ) )( ), , (, , (   

) (.)  (,      )  , (

    

    

0

00

0

xstpsxtzsDVdrruprxtzrfy

usxtzsJydrruprxtzrofy

uxtJyptDV

o
s

t

s

t













 

   Hence, (4.2) follows. □ 

  Our next goal is to derive the dual HJB equation for the dual value function DV . 

Proposition 4.2: Suppose that )  , ( ), )(  , (     )( pttptztz   P  ℝ2
  X  where )), ( ,( ptzt  K  

.],0[  XT   Let the dual value function 
D

V   ),  ]0 , (  ] ,0[ (1 XTC   and let the functions f,

of and h be continuous. Then DV satisfies the following dual HJB equation  

                   

XxxhyDV

ADTxtDxVxtHxADxVDtV

Tt
   ,)(   

),(  ],0[    )  , (,0   )  , , (     ,   

0 





                      (4.4) 

Where  

                }, )  , , (    )  , , ( ,  { inf)  , , ( 0 uxtfyuxtfvvxtH o

Uu




  (t, x, v)  [0, T]  X  X 

Proof: First, by definition, )(   )  , (  0 xhypTV
D

  is satisfied.  

   Next, let us fix a Uu     and )(  ADx  (the domain of the generator of Co semigroup Ate on a 

separable Hilbert space X ). By (4.2) and Th. 2.1, we have that 

drruprxtzrfyptDVsxtzsDV o
s

t

 ) )( ),  , (, , (  )  , (  ) )(, , (    0
   

0
   

    drruprxtzrfyptDVpsxtzsDV o
s

t

 ) )( ),  , (, , (  )  , (  ) )  , (, , (  
  

0
           

        )  , (, ),  , (   )  ( )  , (  xpsxtzptDxVtsptDtV  

    ).   )  , (,     (    ) )( ),  , (, , ( 
  

0 xpsxtztsodrruprxtzrfy o
s

t

                               (4.5) 

 We not that because )(  ADx , we see that  

  )),,(
,

 , ( 
)(

    1
 )  

)(
 (  

1
    )   )  , (

,
 ( 

1
drupr

xt
zrf

rsA
e

s

t
ts

xI
tsA

e
ts

xps
xt

z
ts













                       

.  as)  , , (               tsuxtfxA                                                                                         (4.6) 

 Hence, dividing by )( ts   in (4.5) and sending ts  , we obtain that  

.       ),  , , (    )  , , (    ), , (     ) , (    0
0

UuuxtfyuxtfxAptDxVptDtV
o

  

   Thus, it follows that  

     ) )  , ( , , (       ),  , (   )  , (    0 ptDxVxtHxAptDxVptDtV  .                                              (4.7) 
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   On the other hand, let )(    ADx  be fixed. For any 0      and ,    ts   by (4.2), there exists a 

],[     (.),    (.) ~ stsuu U 
, such that 

drruprxtzrfyptDVpsxtzsDVts o

t

 ) )(~ ),,(, , (  )  , (  ) ),(, , (    )( 
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0

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

  xI
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,
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(  ),  , (   ) ( ) , (  

0
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tsodrruxtfy

ruxtfpt
Dx

VxI
tsA

ept
Dx

Vtspt
Dt

V

o

t







 

                 

).    (   )( ) )  ,( , , (   ) 
)(

( ), ,( ))(,(  tsotsptVxtHxI
tsA

eptVtsptV
DxDxDt




   

 

 Then, dividing through by )( ts   and letting 0, ts , we get that   

             ) )  , ( , , (      ),  , (    )  , (    ptDxVxtHxAptDxVptDtV  . 

Combining with (4.7). We obtain the desired result. □  

Remark 4.2: We derive the dual HJB equation (4.4) by assuming the dual value function DV to be 

)],0([1 XTC  . This assumption, however, is not necessarily true in most cases. We will provide an 

example below to illustrate this point. Hence, the conclusion of Prop. 4.2 has lack of applicability. Thus 

we can introduce proper notions of solutions to the equation (4.4) so that the dual value function 
D

V  is 

the unique "solution" of (4.4). 

 

   To conclude this section, let us present an example where the dual value function is not in 

)],0([1 XTC  . 

Example 4.1: Consider in ℝ the following system: 

              
,   ) )0(  ,0 (   )  , (,  

],,[  ),  , (,  )(   )  , (,  

xpzptxtz

Ttspsxtzsupsxtz





 

with the control domain ] 1 ,0 [U  and the cost functional 

                  ).  , (,    ) (.)  (, pTxtzuxtJ   

  Then it is not hard to see that the dual value function is given by  

      
















.0 ,0,    ) )0( 0( 

0 and 0 ,     ) )0(  ,0 (  

   )  , (    ) ),0(  , (

0

0

00

00

y xtTexy tTep,zy

  yxxypzy

xtDVpztDV  

 Cleary, )  , ( xtDV  is just Lipschitz continuous and is not 1C . 

Remark 4.3: If we define the dual value function VD in (4.1) as follows  

                VD(t, p) = , } ) )(,(  ) )( ),(, , ( { sup 00
   

Txtzhydrrurxtzrfy o
T

t

                               (4.8) 
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Then by using simple change in the proof of Th.4.1, we can obtain the following result. 

   ),( ptV
D

=  }. ) )(, , (   ) )( ),(,, ( sup{
     

0 sxtzsVdrrurxtzrfy
D

o
T

t

  

Also, for Prop. 4.2, we see that the dual value function (4.8) satisfies the (DHJB) equation (4.4) but, 

where 

},  )  , , ( ,  )  , , ({ sup)  , , (  0 



 uxtfvuxtfy

Uu

vxtH o (t , x, v)  [0,T]  X  X, and        

        Xxxhy
Tt

V
D

   ,)(   0 


. 

Properties of the dual value function: 

   We present some basic properties of the dual value function associated with our optimal control 

problem. As in previous sections and hereafter, we let X be a separable Hilbert space with the inner 

product .,.  and the induced norm . . We also let U be a metric space in which the control takes 

values. 

     We first study the continuity of dual value functions. In what follows, by a modulus of continuity, 

we mean a continuous function W : ℝ+
  ℝ+

, with W (0) = 0 and subadditive : W ( 1+  2)  W( 1) + 

W( 2), for all  1 ,  2   0; by a local modulus of continuity, we mean a continuous function.  W : ℝ+
 

 ℝ+
 ℝ+

, with the property that for each r  0, )  , (    rW    is a modulus of continuity. In what 

follows, in different places, W  will represent a different (local) modulus of continuity. 

Next, let us make the following assumptions: 

(A1) The linear, densely defined operator XXADA    )  (  :   generates a Co contraction semigroup 

Ate on the space X. Thus  

                                                     1   Ate         0       t                                                      (4.9) 

(A2) XUXTf       ],0[  ]0,(  :  is continuous, such that for some constant 0    L  and local 

modulus of continuity W,  

)  )  , ( )  , (  , (   ) ,(  ) , (     )  ),  ,(,( ) ),,( ,( ptzptzttWptzptzLuptztfuptztf             

UuPptptKptztptzt       ,   )  , (  ),  , ( &   )  , ( , ( ), )  , ( , (   , ( where  denoted or )            (4.10) 

     ,     )  ,0 , ( Lutf    UTut   ],0[   )  , (                                                                                    (4.11) 

(A3)  UXTf o     ]0,(  ],0[  : ℝ And h: X  ℝ are continuous, and there exists a local 

modulus of continuity W such that  

                      



























UuPptptKptztptzt

ptzptzptzptzW

ptzhptzh

ptzptzttptzptzW

uptztfuptztf oo

   ,  )  , ( ),  , (  &    ) )  , ( , ( ), )  , ( , (      

)  )  , (  )  , (  , )  , (  )  , (  (

     ) )  , ( ( ) )  , ( (  

) )  , ( )  , ( ,  ) , ( ) , ( (  

 ) ),  ,( ,(  )  ),  , ( ,( 

                      (4.12) 

   Lhutof      )0(  ,)  ,0 , (      ,  ],0[    )  , ( UTut                                                               (4.13) 

  For some constant 0    L  (here, we take it to the some as that in (A2) just for simplicity). 

(A2)' In (A2), replace (4.10) by the following: 

UuPptptKptztptzt

ttptzptzuptztfuptztf

   ,  )  , ( ),  , (&    ) )  , ( , ( ), )  , ( , (    

)      )  , ()  , (  ( L    ) ),  , ( , ( )  ),  , ( , ( 




                               (4.14) 

 (A3)' In (A3) replace (4.12) by the following 
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

















UuPptptKptztptzt

ptzptzLptzhptzh

ttptzptzLuptztofuptztof

     ,  )  , (  ),  , ( &   ) )  , ( , (), )  , ( , ( 

 )  , ()  , (     ) )  , ( (   ) )  , ( (  

)     )  , ( )  , (  (    ) ),  , ( , (  ) ),,( , ( 

                            (4.15) 

Remark 4.4[1]: We known that for a general Co semigroup Ate  one always has 
t

eM
At

e o     

for same M  1and o ℝ . As we are considering semilinear evolution equations, o can be taken to 

be 0, with out loss of generality. Thus, (4.9) is restrictive only in that M = 1. However, it is not hard to 

see that all the results in this subsection remain true for general cases.  

   It is clear that under (A1) and (A2), for any PptKptzt   )  , ( &    ) )  , (  , (   and   (.) u  ],[ TtU , 

the state equation (1.5) admits a unique trajectory ) (.) ., (, pxtz .  

To study the boundedness and the continuity of the dual value function VD, we first need to look at 

some properties of the trajectory (.)) (.,, pxtz . We collect these properties in the following lemma. In 

what follows, C is an absolute constant that can be different in different places. 

Lemma 4.1: Suppose that        )  , (   ), )( , (     )  ( Ppttptztz  ℝ2
  X where Kptzt     ) )  , ( , (   = [0, T 

]  X. Let (A1) and (A2) hold then for any Ttt 0 ,        ) )0(  ,0 (   ,  ) )0(  ,0 ( xpzxpz , 

and ],[   (.) Ttu U , we have 

                                                                              (4.16)  

 

 

],[ ,        )  , (,  )  , (, TtsxxCpsxtzpsxtz                                                                 (4.17) 

)  ( )   1 (     ) 
)(

 (      ) ,(, ) ,(, ttxCxI
ttA

eCpsxtzpsxtz 


 , s[ ],Tt               (4.18)  

],[    ,)  ( )     1 (      
)(

  )  , (, TtstsxCx
tsA

epsxtz 


                                                (4.19) 

Proof: If we take Kptzt     ) ) , (  , (  , then from (1.5) and (4.14) we have  

drrurfrurfrupr
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s
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    )  , (
,

 


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


 

                   . )  , (
,

 
   

      )  (      } )  , (
,
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      drpr
xt

z
s

t

LxtsLdrpr
xt

zLL
s

t

x   

Thus, by Gronwell's inequality (2.1), we get that  

                  )  , (, psxtz  
)(

 )      )  (  (  
tsL

extsL


       ),     1 (   xC   Proving (4.16). 

   Now, from (1.5) and (4.14) we have 

   

drpr
xt

zpr
xt

zL
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t
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drrupr
xt

zrfrupr
xt

zrf
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e
s

t

x
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,
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,
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
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
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



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],[   ,)     1 (      )  , (, TtsxCpsxtz 



Al-Jawari and Al-Anbagi                    Iraqi Journal of Science, 2015, Vol 56, No.2B, pp: 1471-1488 

1481 

  Thus, by Gronwell's inequality (2.1), we obtain that   

                                         
)(

     xxC
tsL

exx 


 ,   proving  ( 4.17). 

Now, we take Ttt            0   and .  Xx  From (1.5) and (4.16) we have. 

.  ).(
,

),(
,

 )(  )]   1 ( 1 [   )(    

 ),(
,

),(
,

  
 ),(1 (     ),(),( 

)(

,

)()(

,,

drpr
xt

zpr
xt

z
  s

t

ttxCLxIe

drpr
xt

zpr
xt

z
s

t

przL
t 

t

exepszpsz

ttA

xt

tsAtsA

xtxt









  Thus, by Gronwell's inequality (2.1),  we obtain (4.10).  Finally, from (1.5) and (4.16) we have     

),  ( )     1 (    )  )  , (
,

  1 ( 
    

    
)(

    )  , (
,

 tsxCdrpr
xt

zL
s

t

x
tsA

eps
xt

z 


           

proving (4.19). □  

   We have seen that the estimates in (4.16)(4.19) are uniform in the control (.)u .  This is crucial in 

obtaining the properties of the dual value function )  , ( ptDV . The next result continuous the local 

boundedness and various kinds of continuities of the dual value function. 

Theorem 4.2: Suppose that Pptptztz     )  , (,)  , (    )  (   ℝ2
  X, where   ) )  , (  , ( ptzt

XTK     ]  ,0 [      and .   ) )0(  ,0 (   ,  ) )0(  ,0 ( Xxpzxpz   Now let (A1)-(A3) hold. Then, for 

some increasing function Ĉ  and some local modulus of continuityŴ , 

  .0    , ],,0[     ,   ˆ       )  , (  00  yXxTtxCyptDV                                                 (4.20) 

  )      ,  ( ˆ      ) ,(  ) ,( 0 xxxxWyptVptV
DD

 .0 , , ],,0[  0  yXxxTt          (4.21)  

,)    ,  )  (    (ˆ        ) , () , ( 0 xxI
ttA

ettWypt
D

Vpt
D

V 


                        (4.22) 

     .0   ,   ],,0[    ,   0  yXxTtt  

)    ,( ˆ      ) ,(  ) ,( 0)( xttWyxet
D

Vpt
D

V ttA   0  ,   ,      0 0  yXxTtt .       (4.23) 

Consequently, 

 )    ,( ˆ    ))  ( (   )  , ( 00 )( xtTW yxehyptV tTA

D
  0  ,   ],,0[   0  yXxTt .       (4.24) 

 

 In the case where (A1), (A2)' and (A3)' hold, we have some constant 0    C  such that  

 0    ,    )  , (    ),     1 (         )  , ( 00   yKxtxCyptDV .                                               (4.25) 

             )  , (  )  , ( 0 xxCyptDVptDV     x, x  X, y
 0
 < 0.                                        (4.26) 

    )  ,(  )  ,( ptDVptDV ,) )  (    )     1 ( (       0 xI
ttA

ettxCy 


           (4.27) 

                                                                        t, t   [0, T], x  X.     

   )    1(      ) ,(  ) ,( 0)( ttxCyxetVptV ttA
DD

 
, .0  ,   ,       0 0  yXxTtt           (4.28) 

Proof: For any ,0  ,   , ],,0[   0  yXxxTt  and any control ],,[   (.) Ttu U  by (4.12), (4.13) and 

(4.16) we have 

  ) (.)  (,       )  , ( 0 uxtJyptDV    
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)}. )     1 (  ),     1 (  (    {    )(  0 xCxCWLytT    This gives (4.20). 

  Now let 0    ,      ,   ],,0[    0  yXxxTt , and ],[    (.) Ttu U , by (4.12), (4.16), (4.17) we 

have 
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 )),(,),(, ,),(,  ),(, ( 0 pTxtzpTxtzpTxtzpTxtzWy                                                           

) )     1 (  ,    (  ) )       1 (  ,    ( 00
     

xxCxxCWydrxxCxxCWy
T

t

                                     

)).       1 (,   ( )1( 0 xxCxxCWTy   

Thus by taking the infimum of last inequality over admissible pairs )(z , ),(u Tt,[ ], whose 

trajectories start at ) )  ,(  , ( ptzt  K , we obtain (4.21). 

    Next, we let ,0    ,     ,            0 0  yXxTtt  by (4.12), (4.13), and (4.18) for any

],[     (.) Ttu U , we have 
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 Then we can define Ŵ  such that (4.22) holds. 

 To prove (4.23), let ],,0[   Tt and ,   Xx  00 y   for any ],[   (.) Ttu U  by (4.19) 
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     Hence we can define Ŵ such that (4.23) holds. Finally for any ],0[   Tt   

     and 0  ,        ) )0(  ,0 ( 0  yXxpz , ],[     (.) Ttu U  and by (4.12), (4.13) 

),     

  

  

  

 ),(,   ),(,(

)] )( ,0 , (  ) )( ,0 , (  ) )( ),,(, , ( [ )( 
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   Hence we can define Ŵ  such that (4.24) holds.  The conclusion under (A1), (A2), and (A3) can be 

proved similarly. □ 

A Verification Theorem:  

   We will find a dual optimal state feedback control via  dual value function, in some generalized sense.  

Now, let us introduce the following notion. Let K, P and a function x(t, p) defined on P such that (t, x(t, p)) 

 K, (t, p)  P, be as defined in subsection 4.1. For the function   ],0[  : T  X    ]0,( ℝ, with 

fixed t0,  ))),0( ,0( ,( 
0

pzt Ppt     ),(   ℝ2
  X is a function of ))0(  ,0( pz  we may define its super 

differential in ))0( ,0( pz  denoted by ))),0(  ,0(  ,( 
0

pztD
x
  on the other hand, we define 

) ))0( ,0(  ,( 
0

pztD   in the following way: 

    ),(    ))0(,0( , 
0







 apztD  ℝ2 *X















0
 ))0( ,0(  ))( ,(   

))0(,0())(,(,)())0(,0(,())(,(,(
lim

0

00

))0(,0(),(,0 pztptztt

pztptzattpzttptzt

Pzptztt


     

Next, in the following Theorem we give a sufficient condition for an admissible pair to be optimal. 

Theorem 4.3: Suppose that        ),(  ), )(  , (     )( Ppttptztz  ℝ2
  X where ) ),( , ( ptzt

.   ],0[      XTK   Now, let (A1), (A2)', and (A3)', hold, let ) (.) (.)), (.,  ( upz  be an admissible pair 

suppose that  

              ),],,0([(.))(., ;],0[a.e.,,)(   ),( 1 XTLpzATtADptz       (4.29) 

and there exists a function (.)   such that 






  ),(0 ), )( ),,(  ,(   ))( ),,(  ,(   ),(   ),  ,(  00 ptytuptztofytuptztfptzApty   

0   ],,0[  a.e.,     ) ),(  , (      0  yTtptztDVD                                                                    (4.30) 

Then  ) (.) ), (.)(.,  ( upz is optimal.  

Proof : Let ). ),(  , (    )( ptztDVt   Then (.)   is continuous and for almost all ],,0[    Tt   we have 

(see (4.26), (4.27), (4.16), and (4.18)) 
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Where C depends on  z (0, p(0)) = x, the fixed initial state. Thus, (.)   is Lipschitz continuous? On the 

other hand, for almost all t  [0, T], we have  

    ).(    ] ) )( ),  , (  , (  )  , (   [  )  , (     )  , (  otuptztfptzAptzptz                                     (4.31) 

Thus, by (4.30), 

) )  , (  , (  ) )  , (  , (    )(   )  ( ptztDVptztDVtt    

.             

              

             

)(   ) )( ),  , (  , (     
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This together with the Lipschitz continuity of  (.),   implies that  

                      ].,0[      a.e.,     ,  ) )( ),  , (  , (  )( 0 Tttuptztofydttd    Then by (4.2) 

             )  , (    )  , (  ) )( ),  , (  , (    )  , (

   
0 pt

D
Vps

D
Vtuptztofypt

D
V

s

t

      0  t  s  T. 

Hence, the pair (.))(.)),(.,( upz  is optimal. □ 

Next, for any ),(   ],0[  )(  ) ))0(  ,0(  , ( ADTt,xpzt   we define  

.)  , , ( 
)  ,(  ] )  , ,(   [  ,(

lim    )  ,( 0

0 




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






uxtofy
xtDVuxtfxAxtDV

UuxtG





 

We have the following result. 

Theorem 4.4: Suppose that        )  , ( ),  , (    )(  Pptptztz ℝ2
  X, where

,],0[       ) )  , (  , ( XTKptzt   and let (A1), (A2)', and (A3)' hold. Suppose that ) (.)  (.)),  (.,  ( upz  be 

an admissible pair, such that (4.29) holds. Then the following are equivalent: 

 (i)  ) (.) (.)), (.,  ( upz  is optimal ; 

 (ii) It holds that  

].,0[      a.e.,     ) )  , (  , (     )( TtptztGtu                                                                      (4.32) 

Proof: Because ],,0[    a.e.,  ),(    )  , ( TtADptz   by proof of Th. 4.3, we know that 

) )  , (  , (    )( ptztDVt  is Lipschitz continuous.  

  (i) (ii). Let ) (.) (.)),(., ( upz be optimal. By (4.31),  
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t
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

 

This means that (4.32) holds.  

 (ii) (i). In this case, we have 
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Then, by the absolute continuity of ) ),( , ( ptztV
D

 we obtain the optimality of (.) u . □ 

     We see that (4.32) gives a representation of the optimal control in terms of the corresponding 

optimal state trajectory. Such a form is referred to as a state feedback control. Formally, the dual 

optimal trajectory ),( ptz satisfies the following: 

             ))),(,(,()),(,(,())(,( ))(,( tptztGtptztftptzAtptzdtd   t  [0, T].                     (4.33) 

This is a differential inclusion in the unknown function ))(,( tptz  and the control variable does not 

appear explicitly. Such a system is called the closed loop system for our Problem(C). Roughly 

speaking, in order to solve Problem(C), we first find a solution of (4.33). We then use (4.32) to 

determine an optimal control. We refer to Th. 4.4, as an optimal synthesis.  

Example: 

   Let X  be a Hilbert space of infinite dimension. Let A = A
*
: D(A)  X  X  be a self–adjoint operator 

with the following properties: There exist sequences { k}k  1 X and {k}k1  ℝ with the properties 

that { k}k  1 forms an orthonormal basis of  X  and {e
k

} k1  forms a basis of L
2
(0,1), such that  

0 <  1  2  …,  
k

lim k =  + , 

A k = - k  k , k  1. 

This can be easily  achieved [9]. Now, we suppose that  

 

                           b X,  bk  ,0, 
k

b  k  1                                                                                (4.34) 

                          a X, c ℝ, c   aAa 1,                                                                                     (4.35)    

                           q= (e
 A

 – I ) A
-1 

b ; U = [-2,2],                                                                                (4.36) 

 

   Also let f (t, z(t), u(t))  b u(t), t  [0,1], and consider the following system: 

 

                           ),()()( tbutAztz   t  [0,1],                                                                            (4.37) 

   With u(.)  U  { u(.): [0,1]  U u(.) measurable}.  

Our constraint for the endpoints of the state z(0) = 0 and z(1) = q, thus (z(0),z(1))  {0} {q} (closed 

and convex)  X  X.  

Now, let ,)()(,))(),(,(
)0(,

tcutzatutztof
zt

  t  [0,1], and  the cost functional is given by  

                  )).1((
)0(,

)]()(,[(.))(
)0(,)0(,

1      

0

z
zt

hdttcutzauJ
ztzt

                                 (4.38) 

   Then it is not hard to see that the dual value function is given by  

                      .0   ), ) (.) ((  inf)),(,( 00
)0(,

u(.)




yuJyptztV
ztD

U

                                         (4.39) 

   Solutions to system (4.37) are understood to be mild solution [20]. Thus, for given u(.)  U and 

initial state z(0, p(0)) = 0, we have  

                             z(t, p) = ,)()(
        

0

dssbue
t

stA 
  t  [0,1].                                                            (4.40) 

   Here, we suppose that (.))(.,.),( uz  be an admissible pair for our problem, and let (.) be the 

solution of the following equation  
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x

trA
                                                       (4.41) 

   With terminal condition .0)),,1(()1( 00  ypzhy
x

  

For any admissible pair (z(.,.), u(.)), also let us define the following 

          

 T (z(.,.), u(.))  { t  [0,1]z(t, p(t))  D(A), 

                             }.0))(),,(,())(),,(,(
1

lim

0






drtuptztfruprzrf
δ        t

t

 

Now, we fix a t T  (.)),),(.,( upz  then for any s X and   (t, 1], it is not difficult to see that [21]: 

)),(,(),( ptztDVsDV     drruprzrfy
s

o
     

))(),,(,(
,

1

0



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,

( ))(),,(,( 000
1

pzhyp
s

zhydrruprzrof
t

y
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  ))(),,(,(),(  ),,( [ )( ),(),( 00 tuptztfptzAptytptzsty   

). ),(   ( ))](),,(,(0 ptzstotuptztfy                                                                       (4.42) 

   Here, if we take ,1(.)u t  [0,1], then by (4.36), and (4.40) the corresponding trajectory denoted 

by (.))(.,(.) uzz  satisfies .)( )1( 1
1     

0

qbAIAedsbAsez  
  

Thus, it is not difficult to check that, for  u 1 we can obtained from (4.42) the following  

  ),(,( )),(, )1),,(,( )1),,(,(),(  ),,( (   000 ptzt
D

VDptyptztfyptztfptzApty    

Therefore, by using Theorem 4.3, we see that the control u 1 t  [0,1] is the optimal control for our 

problem. 

Conclusions and future work:  

Conclusions: 

1. Nonclassical approach to DP via semigroup theory for optimal control problem (C) is described 

(section 4.2). 

2. Dual value function VD(., .) (4.2), for Problem (C) is defined and proved it a solution to the (DHJB) 

equation (4.4), which is essential in the study of optimality. 

3. Some properties of VD(., .) have been presented, such as, various kinds of  continuities and 

boundedness, these properties used to give a sufficient condition for optimality (Theorem 4.3). 

Also  

4. A verification theorem to find an optimal state feedback control via VD(., .) is proved (Theorem 

4.4). 

Future Work:  

1. Semigroup for differential inclusion may be considered. 

2. VD(., .) is a viscosity solution of (DHJB) equation may be proved. 

Another kind of continuity of VD(., .), such as, Bcontinuity which is essential in the study of 

optimality may be studied. Also, another interesting property of VD(., .) (Semiconcavity) may be 

established. 
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